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Analysis of Multiplicity
Phenomena in Longitudinal Fins
Under Multi-Boiling Conditions

A numerical bifurcation analysis is carried out in order to determine the solution structure
of longitudinal fins subject to multi-boiling heat transfer mode. The thermal analysis can
no longer be performed independently of the working fluid since the heat transfer coeffi-
cient is temperature dependent and includes the nucleate, the transition and the film
boiling regimes where the boiling curve is obtained experimentally for a specific fluid. The
heat transfer process is modeled using one-dimensional heat conduction with or without
heat transfer from the fin tip. Furthermore, five fin profiles are considered: the constant
thickness, the trapezoidal, the triangular, the convex parabolic and the parabolic. The
multiplicity structure is obtained in order to determine the different types of bifurcation

P.0. Box 1414,

, , diagrams, which describe the dependence of a state variable of the system (for instance
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the fin temperature or the heat dissipation) on a design (Conduction-Convection Param-

eter) or operation parameter (base Temperature Difference). Specifically the effects of the
base Temperature Difference, of the Conduction-Convection Parameter and of the Biot
number are analyzed and presented in several diagrams since it is important to know the
behavioral features of the heat rejection mechanism such as the number of the possible
steady states and the influence of a change in one or more operating variables to these
states.[DOI: 10.1115/1.1643088
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Introduction Petukhov, Kovalev and co-workef6—10]. Of particular interest
The study of extended surfaces operating under multi-boilirlg (e Work of Kovalev and Rybchinskay@] who examined the
conditions has actually begun with the pioneer work of Westwatgimultaneous effects of multi-boiling heat transfer and internal
and co-workerg§1—4]. The authors pointed out that the method§€at generation on the performance of a cylindrical pin fin. Spe-
of fin design, so far developed, could not be used for the boilirifically when both mechanisms are present, for a given base heat
case because the heat transfer coefficient was assumed unifftta the existence of four different base TD values are possible
over the fin surface. Indeed if we assume for instance that tfeee Fig. 1 in9]).
working fluid is water at atmospheric pressure, where the fin baseSince the prediction of the heat duty under multi-boiling con-
TD is maintained a\T,=100°C and the fin tip TD is, sa%T. ditions is attractive many analytical solutions for simfienstant
=18.1°C then the ratio of the tip to base heat transfer coefficientficknessprofiles can be found in the literature. Lai and Hé(]
can be obtained as proposed a simple model for the determination of the length of the
he h(18.1°Q 30116 nucleate boiling section on a longitudinal fin of rectangular profile
ho- h(100°0 =301 ~100 and the base heat dissipation of the fin. The authors divided the fin
b . . . . .
in several sections and each section was subjected to a different
From the above argument it is evident the boiling heat transfgpiling mode. A global temperature and heat flux distribution was

coefficient is highly nonuniform so that a different approach to thentained by requiring that the temperature and its derivative at the
problem had to be taken. The authors therefore determined expeti:

diction of the extended surfaces heat duty. Moreover, using t! ’;3]"] Qrder t(.) obtain closed form solutions.for simple profile
methodology of Wilking5], they obtained the optimum profile for cOnfigurations. Liaw and YeiL4,15]conducted, in Part | of their

pin fins under multi-boiling conditions. The experiments con0rk, both a theoretical and an experimental investigation for a
ducted by Haley and Westwatf2] confirmed the simultaneous constant thickness profile longitudinal and pin fin with a heat
and adjacent existence of different types of boiling on the fitiansfer coefficient of the form of E¢11) for negative and posi-
surface for R-113 and isopropyl alcohol. This particular charactdive exponents. The analytical solution was expressed in terms of
istic of the fin, the operation under multi-boiling conditions conthe hypergeometric function. Both cases with and without heat
stitutes an efficient and powerful heat transfer enhancemerdnsfer from the tip were examined. In addition they carried out a
mechanism since the TD at the base of the fin is not limited to thigear stability analysis for the transition boiling mode and its
TD corresponding to the peak of the boiling curve, as it woulgnstable nature was revealed from the resulting negative eigenval-
have been in the absence of the fin and as a result the heat fluxgs. |n part Il the authors considered multi-boiling heat transfer
measured were significantly increased. Similar theoretical as Wgllgitions for the same fins and used the previous obtained ana-
as experimental investigations were carried out at the Institute f{?ﬁcal solution and the methodology of Lai and H&1] in order

High Temperatures of the Russian Academy of Sciences d determine the temperature distribution through the fin, which

. - o compared well with the experimental data for water and isopropyl
Contributed by the Heat Transfer Division for publication in th®URNAL OF

HEAT TRANSFER Manuscript received by the Heat Transfer Division November 20?.|C0h9|. Recen'_[ly Lee _and_ co-worke6—-19], conducted a “ne_a_r
2002; revision received September 23, 2003. Associate Editor: G. S. DulikravichStability analysis for pin fins under two and three mode boiling
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Table 1 Taper ratio and exponents for the profiles considered

Profile N n
Rectangular 1.00 0
Trapezoidal 0.50 1
Triangular 0.05 1

Convex Parabolic 0.05 3/2
Parabolic 0.05 2

6) The heat transfer coefficiefit at any point on the noniso-

) o ) thermal fin surface is the same as it would be obtained if the
Fig. 1 Longitudinal fin geometry surface surrounding the point was at the same temperature
(“local assumption,” Haley and Westwat¢2]).

On the basis of the above assumptions the conservation of energy

using polynomial as well as trigonometric basis eigenfunctionsie|qs the following differential equation that must be satisfied by
Their analysis was extended to include radial and longitudinal fijgs fin temperature in dimensionless form:

while the theoretical results were supported by experiments.

Bifurcation phenomena are common in chemical reaction engi- d’0  uh,0-y'0’
neering and a multitude of mathematical tools has been used for e f
its investigation Arig20]. The singularity theory, Golubitsky and
Schaeffef21], provides an efficient tool for the bifurcation analywhere
sis of physical systems described by a single algebraic equation
and has been successfully employed by Balakotaih and Luss h :h(®ATref) @
[22,23]in the investigation of the multiplicity of a number of ! hret
lumped-parameter systems and by Witmer ef24]in the inves- . .
tigation of a distributed diffusion and reaction problem. The twdS the reduced heat transfer coefficient. The corresponding bound-
point BVP of conduction-convection in a fin under multi-boiling2y conditions are
conditions is similar to the reaction-diffusion BVP encountered in 0(1)=0 ©)
chemical engineering and the solution methodologies proposed by b
Michelsen and Villadsen|25], Kubcek and Hlavaek [26,27], hel he
Hsuen and Sotircho$28-30], are generally applicable to the ®’(O)=T®(O)=<h—
problem at hand. A complete picture of the bifurcation structure of
the conduction-convection multi mode boiling system is still lackthe equation that describes the profile of the fin is
ing, although many investigators have considered the fundamental
mechanisms. This is because knowledge of the singular points of y(x)=Y/w=N+(1—-N\)X" (5)

a system of equations provides local information about its multil_-he values of the taper ratioand the profile exponent consid-

plicity, but, by constructing the complete loci of the limit and 4in th t stud ed in Table 1. It b
hysteresis points of the solution diagram, global information m%’e In the present study are summarized in 1able 1. It can be seen
be obtained as well. om Eq. (1) that the dimensionless temperat@eand its deriva-

In the present study a one-dimensional conduction model {¥& ©" have the form:
e_mployed for the nl_JmericaI_ bifurcation ar]aly;i_s of longitudinal 0=0(x;u,Bi,0,), 0'=0'(x:u,Bi,0,) (6a,b)
fins of several profiles subjected to multi-boiling heat transfer
conditions. The multiplicity structure is obtained in order to deThe heat dissipated by the fin, after introducing dimensionless
termine the different types of bifurcation diagrams, which derariables becomes
scribe the dependence of a state variable of the sysgtemin-

O=x=<1 1)

) uBi?0,. (4)

ref,

stance the fin temperature or the heat dissipatmm a design o a V_V®,(1): Bit20'(1) —BiYD e
(CCP) or operation parametédbase TD). Specifically the effects 2kAT, s L u

of the base TD, of CCP and of the Biot number are analyzed and ) )

presented in several diagrams since it is important to know tMéere the heat flux parametbris defined as

behavioral features of the heat rejection mechanism such as the D=0'(1)/u @)
number of the possible steady states and the influence of a change

in one or more operating variables to these states. It has been pointed out by Razelos and Geordig4i], that the

condition that will economically justify the use of fins is: “the
Statement of the Problem ratio of heat dissipated by the fin to be much larger in comparison
) ) ] o ) ) with the heat that would have been dissipated from the surface
Consider a uniform density longitudinal fin depicted schematpwH, in the absence of the fin.” This ratio is the effectiveness
cally in Fig. 1 with symmetric profilé/ =Y(X) and constant ther- removal numberand it is equal to
mal conductivityk. The fin has lengthd base thickness\, tip

thickness 2v, and height.. The base of the fin is maintained at qs 2KAT,Q D [he/hy
constant temperaturg, with the surrounding liquid at boiling Nr:q_b: m: Bi?| @, )
temperatureTl,, . The analysis is based on the following modified
Murray [32] and Gardnef33] assumptions: Of particular interest is the fin’s reduced heat flux in terms of the
) ) ) critical heat flux as a measure of the fin performance
1) One-dimensional heat conduction.
2) The temperature at the fin base is uniform. ar /Ay Q¢ /(2w) Oref | .1/
3) There are no heat sources or sinks in the fin. o Gor o Bim*D (10)
4) The length of the firH is much larger than eithew or L. CHF CHF CHF
5) The temperature of the boiling liquid is uniform. where o= oA T ef
2 /| Vol. 126, FEBRUARY 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 2 Constants and exponents for the boiling heat transfer coefficients in Eq. (12)

Fluid a a, a; A A, As AT, . [°C] AT, ([°C]
Water 1.81 —3.46 —-0.5 157.6  7.55x10° 3100 18.52 66.04
Isopropanol 2.0  —2.50 00 28  470x10) 254 24.17 127.91
R-113 20 —4.00 0.0 16 300x1® 194 23.92 62.71
The Heat Transfer Coefficient and film)are also indicated. In this way a grid is generated which

n%(_efines the boiling modes on thaT.,AT,) plane. Thus for a
given base TD we can immediately identify the operating re-
gime(s) of the base and the tip of the fin. From Ed§) it is
evident that the temperature distribution of the fin depends on the
hj=A;(T-T.)%, j=123 (11) foIIO}Ningbparam:ters: thehCCP, the Biot nt;mther ang th% dimen-
. sionless base T®, . For the construction of thAT,— AT, dia-
;l;gﬁs.-{.D ?tl the I:.nots for tlhel r:ugleate-tra:psuﬂon and for th&ram a working fluid, a fin profile and a reference TD are being
ion-film section are caiculated respectively as selected while the CCP is kept constant and the BVP described by
In(A; /A1 1) ) Eq. (1) is solved repeatedly for each value of the CCP. Hence a
INAT; j=—————, =12 (12) family of curves similar to those depicted in Fig. 2 is obtained
q+178; whereu is the free parameter. A closer examination of Fig. 2
The boiling constants and exponents for water, isopropyl alcoh@veals the following boiling modes:
and R-113 are summarized in Table 2. Many algorithms for the . -
numerical solution of ODE are based on the Taylor expansion and’ Single-mode boiling whed T, <AT,
require continuity of the derivatives up to a high order. Equations * WOo-mode boiling whenAT,_<AT,<AT,_; and ATe
(11) have discontinuous derivatives at the knot TD and may pro- <ATn-t that is transition and nucleat€TN) or when
duce unreliable results in the neighborhood close to the knot TD. sAA;l;ct)ﬁf(T:'?')Tb andAT, (<AT.<AT, thatis film and tran-
In addition the sharp transition from one boiling section to the .
other is not experimentally observéHaley and Westwate}2], * three-mode boilindFTN) whenAT,_(<AT, andAT, takes
Dhir and Liaw[31]) and continuous boiling curves were prepared  values in the three boiling regimes

from available experimental da{,8] and used in the present another expected result is that as-8D, u— 0, which means that

study. k—o and the tip TD asymptotically equals the base TDf,
=AT,. For the further discussion of the bifurcation characteris-

Results and Discussion tics of the multi-boiling heat transfer mode the Turning Points

The mathematical model presented in the previous sectionsq?) [37-39, on the AT, — AT}, diagram will be introduced.

used here to study the multiplicity characteristics of a longitudinal Selution Diagrams and Temperature Distributions. On the

fin under multi-boiling heat transfer mode. The second order, twgp change of the stability characteristics of the system is taking
point BVP described by Eq(1) was first transformed into a first place and on theXT,,AT,) plane these TP are numerically de-
order IVP which was then solved using a single-shooting tectermined from the relation

nique(Ascher et al[35], Keller[36]). Because of the dependency \
of the boiling heat transfer coefficient on the TD, Ef) is non- JAT,
linear and multiple steady states exist at certain operating condi- JAT, "
tions. With multiple steady states we mean more than one tem- ) o
perature distributions for the fin that satisfy Egj). This is clearly and they are denoted with the symial) in Fig. 2. Generally two
demonstrated in Fig. 2 where for a given base A, there exist TP exist in each curve withi=const., the upper and the lower
three different tip TDAT, for u>0.2 for example. In Fig. 2 the respectively. The upper TRA[T¢)7p, (ATy)7p cOrresponds to the
tip TD is plotted against the base TD with water as the boilingpper steady-state temperature distribution while the lower TP
liquid for a rectangular profile fin with an insulated tip. At eac{AT,)}p, (AT,) s corresponds to the lower steady state tempera-
axis the corresponding knot TDT,_, andAT,_; are also plotted ture distribution(see Fig. 3). For example far>0.2 there exist
and the corresponding boiling regiméhat is nucleate, transition two TP while foru<0.2 no TP exist since the base TD is a single

A power-law function is usually used to express the heat tra
fer coefficient for the three boiling regim¢s,13,15]as an ap-
proximation to experimental data

-0 (13)

10 T T T T

200 Water, AT, = 100°C
Rectangular Profile
100 |- | Insulated Tip

40 o Turning Points
e

stable

film

transition

S
-
CCPu,=05
Insulated Tip
Water, AT, = AT, =95°C

G-),H\
***** Parabolic, 2=0.05,n=2
-------- Trapezoidal, A=0.50,n=1
Rectangular, A= 1.00, n=0
L 1 L 1

transition

Tip Temperature Difference AT, r°’c]

nucleate

0.6.

% transition | film
1 i

1 2 4 6 810 20 40 60 80100 200 400

Dimensionless Fin Temperature 6(x)
=Y
o
T

nucleate

Too 0.1 0.2 03 04 0.5 06 07 0.8 0.9
Base Temperature Difference AT, |°C] Dimensionless Distance Along Fin x

0

Fig. 2 Loci of the turning points on the  (AT,,AT,) plane with Fig. 3 Stable and unstable temperature distributions for the
the CCP as a parameter rectangular, the trapezoidal and the parabolic profile
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Fig. 5 Loci of the turning points onthe  (u,,AT,) plane for the

Fig. 4 Hysteresis curves for the rectangular profile with insu- )
rectangular profile

lated tip

reached AT,=(AT,)!p the state variables will move from the

value function of the tip TD and for that cases the fin can Operai& o stanle branch to the upper stable branch in the direction

only on single-mode boiling. The TP define the values of the baggjicated by arrow of the dashed line, which connects the two
TD for which multiple steady states exist. That is only when thgranches.

condition The existence of threéwo stable and one unstablempera-
u I ture distributiongd (x) along the fin height is demonstrated in Fig.

(ATe)7p<AT,<(ATp)1p (14) 3 for three different profiles. The rectangular=1,n=0), the

is satisfied more than or{@ fact three)temperature distributions trapezoidal £ =0.5,n=1) and the parabolic profilex(=0.05,n
exist. Moreover the TP separate thd.— AT, curves into the =2) for the value of the CCR,=0.5. The two dimensionless

following three branches: knot temperatures the nucleate-transitiéh,_=AT,_/AT,
" =0.1949 and the transition-fil®, _(=AT,_;/AT,=0.6952 are
* upper steady state branchTe>(ATe)tp also plotted as horizontal lines. The upper steady state temperature
« unstable steady state brancAT) 1< ATo<(AT)Yp distributions for the rectangular and the trapezoidal profile show
« lower steady state branchT,<(ATe)\p that the fin is operating under single-mode boiling, both the base

) » ~and the tip TD are in the film regime. For the parabolic profile,
For example when the fin base operates at the transition regirigwever. the operation is being under two-mode boilifg)
that is AT, <AT,<AT; ¢ (i.e., two-mode boiling there exist gjnce the tip TD just enters the transition regime. For all the pro-
three operating points: one on the lower stable branch for Whl@i“és the unsteady states are under two-mode boilif), while
the tip TD corresponds to nucleate boiling, one on the unstalie, |o\wer stable one is under three-mode boiliRgN). It should
branch for which the tip TD corresponds to the transition boilinge emphasized here that the stability analysis of a certain steady
and one on the upper stable branch with the tip TD correspondiggte obtained from Eq1), to small perturbations leads to the
to the transition boiling. Therefore, for two-mode boiling althougls|ytion of a corresponding Sturm—Liouville problem in order to
two operating points are on the same boiling regiine, transi- opain the eigenvalues and the eigenfunctions. In such an eigen-
tion) only one of' them is stable. Furthermorelwhen the fin ba%eystem all eigenvalues are real and distimet complex eigenval-
operates at the film regime, thatdsT,_(<AT, (i.e., three-mode bies exist), but a finite number may be positive in which case the
boiling) there exist three operating points: one on the lower stallgesponding steady state is unstable. Numerical solution of the
branch for which the tip TD corresponds to nucleate boiling, ongy,m_Liouville problem confirmed that the upper and lower so-
on the unstable branch for which the tip TD corresponds to theions in Fig. 3 are stabléall eigenvalues were negativevhile

transition boiling and one on the upper stable branch with the §g e intermediate solution the first eigenvalue was positive and
TD corresponding on the film boiling. Therefore the TP are thgqrefore this solution is unstable.

limiting stablle operating points. Hence with the aid of Fig. 2 W€ The locus of the TP on thep(,p;) plane, wherep; andp; are
can recognize the mode of heat transfer mechanismgle- 1 of the model parameters divides the plane into two regions
boiling or multi-boiling), the multiplicity pattern(one solution or i, different number of solutions. Figure 5 presents loci of TP on
three solutionsiand the stability characteristics of each solutlorthe (uy,AT,) plane for the rectangular profile with an insulated
(stable or unstabje ) tip. It is seen that its locus of TP divides the,(AT,) plane into
Figure 4 represents the hysteresis curves. These are the cu regions, one where a uniquéype A) solution exists and
of the dimensionless base heat dissipation as a function of ther one with thre@type B)solutions. The number of solutions
base TD with the CCP as the free parameter, which correspond{Qach region is noted in Fig. 5 inside a frame while each solution
the same states of Fig. 2. It is interesting to notice that in geneygls together with the multiplicity pattern are given in the two
there exist three base TD for a given value of the heat flux paraffserted graphs, on the left, inside Fig. 5. Its locus of TP exhibits
eter and for a giveD there exist three base TD values as it wag cusp pointCP), which is also indicated in Fig. 5 as po¢ and

first observed by Haley and Westwaf]. Since the unsteady it is numerically calculated from the following relations:
states are not realizable by the system it is then expected at TP the

state variable® and® . to move to another stable operating point aup,) B J2up B
rather than trace the unstable branch. This behavior is indicated in 90, - 3T@e =0 (15)
Fig. 4 for the curve withu=0.7 and for a rectangular profile with ATy ATy

an insulated tip. During say a heating run when the upper TP Ag the base TD increases the CCP incredsasept a small re-

reached that iA T,=(ATp) e then the system state variables willgion of the lower branch between 35°C and 50°C), while the
move in the direction of the arrow of the dashed line which comaultiplicity region increases in size. When a different parameter-
nects the upper TP with the lower stable branch. A similar behaization for the representation of the solution locus is selected. For
ior is expected during a cooling run. When the lower TP iexample ifuy, is considered as a parameter the solution locus on
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Fig. 6 Loci of the turning points onthe  (®,,AT,) plane for the Fig. 8 The effect of Biot number on the locus of the turning
rectangular profile with parameter the base CCP up points on the (u,,AT,) plane for the rectangular profile

the (®.,AT,) plane is represented by the four inserted grapldissipation is of the order of 5%. In addition as the Biot number
(type C, D, E, and Fpn the right hand side of Fig. 5 with the increases the curve on the upper TP becomes sharper.
corresponding TRO). Point P, corresponds to the birth of an ) ) ) .

isola on the @,,AT,) plane whileP5 represents the point where _ Fin Performance and Comparison With Experimental Data

the isola comes in contact with the upper branch of the solutidigure 10 shows the effectivenessfor the rectangular profile fin
diagram. The complete solution locus on tH@,(AT,) plane is Where values as high as 96 can be reached. At the same time the

shown on Fig. 6. It should be noted here that the following relgdimensionless heat flux in terms of the critical heat f@xin Fig.

tionship holds between anduy, : 11 reaches 5.8. This clearly demonstrates that the use of an ex-
W tended surface under multi-boiling conditions constitutes a pow-

U [ e 16 erful heat transfer enhancement mechanism. In Fig. 12 and in Fig.

u, \hy/ (16) 13a comparison between the calculated and the experimental data

. . . . .of Liaw and Yeh[15] are presented since for the rectangular pro-
The effect of the profile on the solution diagrams shows a signikie fin and the corresponding cylindrical pin fin the governing

cant reduction on the CCP TP is observed especially for Fhe_l_’p@?fuations are identical. For water the agreement is generally better
branch. The reduction of the CCP causes in turn a significant

reduction on the multiplicity size, while the CP CCP decreases

and the CP base TD remains almost unchanged as Fig. 7 shows. 42
Rectangular Profile 40

The Effect of the Biot Number on the Solution Diagrams YE| ccru=1o 38
The effect of the Biot number will be considered only for the 35t >
rectangular profile since for the other profiles the heat transfer s} 32
area at the tip is significantly decreased and consequently the heat@ 25 ;: Tnsulated Tip
transfer from the tip is unimportant. As the Biot number increases & '} 250 25 30 35 350
the TP CCP is decreasing which results in a decreased multiplicity E 20f 125 _anre
region as it is presented in Fig. 8. The Biot number also affects the z s} 1A reaTip, 1001
CP and specifically the CCP decreases while the base TD in- % oE N\

creases as it is shown in Fig. 14. Figure 9 shows the remarkable = *

effect of the Biot number on the hysteresis curves. Comparing  osh oos|

with the insulated tip case the upper TP has increased by 80°C ool oo 00 . .

while the maximum heat dissipation is increased by 20% approxi- 0 50 100150 200 250 300 350 o e 1o
mately. For the lower TP however only an increase of about 10°C Base Temperature Difference A7, ['C] AnEel

is observed in the base TD TP while the increase in the heat ) )
Fig. 9 The effect of the Biot number on the hysteresis curves

for the rectangular profile
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Fig. 7 Loci of the turning pointsonthe  (u,,AT,) plane for the Fig. 10 The removal number N, as a function of the base TD
five profiles and the CCP for the rectangular profile fin
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Fig. 11 The reduced heat flux Q, of the base TD and the CCP Fig. 14 Comparison of the calculated and measured heat flux
for the rectangular profile fin data for isopropanol and R-113 for a cylindrical pin fin

and the lower branch is well represented by the model. For tAB8d the effectiveness exhibit a maximum. This characteristic be-
case of isopropyl alcohol an additional comparison with the eR@vior is a consequence of the variable boiling heat transfer coef-
perimental results of Haley and Westwaf2i is depicted in Fig. ficient. There_fore,_ using the solution structure, the I|m_|t points _a_nd
14, where the experimental data of Petukhov e{8].for the the hyster_e5|s points of t_he_pre_sen_t study_th_e operating condl_tlons
R-113 are also presented. Generally the heat flux predicted by t#fder which the heat dissipation is maximized can be obtained
one-dimensional theoretical analysis is reasonable although & the framework for the optimum design of fins operating under
agreement is better for lower values of the Biot numberthe Multi-boiling conditions can be developed.

experiments performed by Haley and Westwafdrand Petukhov .

et al.[8] the Biot number is almost one order of magnitude loweronclusions

than the corresponding Biot number of the experiments of Liaw In the present study a numerical bifurcation analysis has been
and Yeh[15]). As the Biot number increases probably twoearried out for longitudinal fins under multi-boiling heat transfer
dimensional effects become important. It is worth noticing that fahode. Five profiles were considered: the rectangular, the trapezoi-
a given fin volume the dimensionless fin heat dissipation curveal, the triangular, the convex parabolic and the parabolic one.
The theoretical model is based on the one dimensional heat con-
duction with and without heat transfer from the tip. In addition
comparison with experimental data for water, isopropanol and
R-113 available in the literature shows that the agreement between
the model and the measurements is reasonable. Important conclu-
sions are as follows:

1) The base TDAT,, the CCPu and the Biot number Bi are
the important operating variables of the boiling system un-
der consideration.

2) The taper ratio. and the profile exponemt have a signifi-
cant effect on the fin heat dissipation and on the size of the
multiplicity region.

45 T T T T T T

40 b ¢ Experimental, Uninsulated Tip, [15] Isopropyl Alcohol
©  Experimental, insulated Tip, [15] Cylindrical Pin Fin
******* Calculated, Insulated Tip

Calculated, Uninsulated Tip .®

N
»n
T

Heat Flux Parameter D
©
s
T

o
T

osE Copu= 1%l 3 3) The Biot number has an important effect on the stable op-
oo . . . . . — erating range and on the maximum heat dissipation for a
"o 50 100 150 20 250 300 350 rectangular profile fin. Moreover, as the Biot number in-

Base Temperature Difference A7, ['C] creases the multiplicity region increases.

4) The use of an extended surface can be very beneficial since
the removal number can take values up to 100 while the heat
flux developed shows almost a six-fold increase under con-

ditions presented in this study.

Fig. 12 Comparison of the calculated and measured heat flux
data for isopropyl alcohol for a cylindrical pin fin

45 T T T T T T

®  Experimental [15], Calculated, «=1.101
40+ o Experimental [15], - Calculated, u =0.936 ]

Nomenclature

35

a; = boiling exponents, Eq11), [-]
dimensional boiling constants, E€L1), [W/(m?K) ]
Bi = (h,w/k) Biot number,[-]
D = function defined by Eq(8), [-]
h = heat transfer coefficienfW/(m?K) ]
H = fin length,[m]
) k = fin thermal conductivity]W/(mK)]
o = Water, Bi = 0.01894 | L = fin height,[m]
" Cylindrical Pin Fin Nr — eﬁeCtlveneSS[-]
0 . 50 1(‘}0 1;0 2(130. 2;o 3(;0 350 O = order of magnitude-]

301

Heat Flux Parameter D

Base Temperature Difference AT, r’c]

Fig. 13 Comparison of the calculated and measured heat flux
data for water for a cylindrical pin fin
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gs = fin heat loss per unit lengtf\W/m]
Q = dimensionless fin heat dissipatidn]
Q, = reduced fin heat flux-]

T = temperature[K]
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Heat Transfer Mechanisms During
Flow Boiling in Microchannels

The forces due to surface tension and momentum change during evaporation, in conjunc-
tion with the forces due to viscous shear and inertia, govern the two-phase flow patterns
and the heat transfer characteristics during flow boiling in microchannels. These forces
are analyzed in this paper, and two new nondimensional grokipandK,, relevant to

flow boiling phenomenon are derived. These groups are able to represent some of the key
flow boiling characteristics, including the CHF. In addition, a mechanistic description of
the flow boiling phenomenon is presented. The small hydraulic dimensions of microchan-
nel flow passages present a large frictional pressure drop in single-phase and two-phase

Satish G. Kandlikar flows. The small hydraulic diameter also leads to low Reynolds numbers, in the range
e-mail: sgkeme@rit.edu 100-1000, or even lower for smaller diameter channels. Such low Reynolds numbers are
Thermal Analysis and Microfluidics Laboratory, rarely employed during flow boiling in conventional channels. In these low Reynolds
Department of Mechanical Engineering, number flows, nucleate boiling systematically emerges as the dominant mode of heat
Rochester Institute of Technology, transfer. The high degree of wall superheat required to initiate nucleation in microchan-
Rochester, NY 14623 nels leads to rapid evaporation and flow instabilities, often resulting in flow reversal in

multiple parallel channel configuration. Aided by strong evaporation rates, the bubbles
nucleating on the wall grow rapidly and fill the entire channel. The contact line between
the bubble base and the channel wall surface now becomes the entire perimeter at both
ends of the vapor slug. Evaporation occurs at the moving contact line of the expanding
vapor slug as well as over the channel wall covered with a thin evaporating film sur-
rounding the vapor core. The usual nucleate boiling heat transfer mechanisms, including
liquid film evaporation and transient heat conduction in the liquid adjacent to the contact
line region, play an important role. The liquid film under the large vapor slug evaporates
completely at downstream locations thus presenting a dryout condition periodically with
the passage of each large vapor slug. The experimental data and high speed visual
observations confirm some of the key features presented in this paper.

[DOI: 10.1115/1.1643090

Keywords: Boiling, Bubble Growth, Heat Transfer, Interface, Microscale

Introduction and Grandd2] is used. This classification should be used as a

ere guide indicating the size range, rather than rigid demarca-
ions based on specific criteria. In reality, the effects will depend
on fluid properties and their variation with pressure changes. Un-

; . ubtedly, the actual flow conditions, such as single phase liquid
ing component results from the convective effects, whereas tﬂ P . -
nucleate boiling component results from the nucleating bubbl§ gas flow, or flow boiling or flow condensation, will present

and their subsequent growth and departure at the heated surf E%erent classification criteria. The classification by Kandlikar

1 " - ; Grande is based on rarefaction effects for common gases
The nucleate boiling and the convective boiling mechanisms Callound 1 atmospheric pressure. At smaller dimensions below

B e ey . hout 10,m,moecuar eects g o be prtant, agan b
f §3t to specific operating conditions. Molecular nanochannels are
1

It has been well recognized that the flow boiling heat transf
consists of a nucleate boiling component and a convective boili
component, e.g., Schrock and Grossrfithh The convective boil-

from a heated wall constitute the major stages of a bubble ebu fill very large compared to the molecular dimensions, but the

tion cycle in pool boiling. The heat transfer mechanisms associ- : . . ;
ated with pool boiling include: transient conduction, film Vapor_ntermolecular forces begin to play an important role especially in

o : ; : he near wall region. In two-phase applications, recently Kawaiji
ization, microconvection, contact line heat transfer, and to a Iesé n?d Chung[3] reported significant departure for their 1@0n

degree, the vaporization condensation, and Marangoni convectiﬁl . ; . ) .
itrochannels from the linear relationship between volumetric

The bubble dynamics under flow boiling conditions are affected iy . . . :
such a way as to shift toward smaller nucleation cavity sizes a#ﬁglr:tge\llsersus void fraction proposed by Ali et fd] for narrow

smaller departure bubble diameters. In this paper, the forces 98 - .
erning the liquid vapor interface in microchannels during flow &?&Xﬁgﬁﬁgi,?;ﬂ;ﬂ?ﬁg? m
boiling are analyzed and two new dimensionless groups are iden- Microchannelé' ZOQLthD >1"6 m
tified. The role of nucleate boiling is re-examined and the heat Transitional ChanneIS' 1,5m>|5u>0 1um (100 nanom-
transfer mechanisms are discussed. The high-speed flow visualiza- eter, nm, or 1000 A ' =
tion conducted by the author and his co-workers and the experi- "Transitional Microchannels: 10m=D,>1 um
mental hegt transf(_er Qata from Iiteraturg are used in arriying at the Transitional Nanochannels:,ulm>5h>ho 1,thtm
g}zcnhnzzr;;s.tlc description of the flow boiling phenomena in micro- Molecular Nanochannels: 04m=Dj,
In this paper, the channel classification proposed by KandlikReview of Available Non-Dimensional Groups Related

to Two-Phase Flow and Interfacial Phenomena
Contributed by the Heat Transfer Division for publication in th®URNAL OF

HEAT TRANSFER Manuscript received by the Heat Transfer Division February 20, _Before deriving the_ re_levant new non'dimenSio_nal groups in
2003; revision received September 24, 2003. Associate Editor: M. K. Jensen. microchannels, the existing groups commonly applied in the two-
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Table 1 Non-dimensional Groups relevant to two-phase flow studies in microchannels

Non-dimensional number

Significance Relevance to Microchannels

Martinelli parameterX

e /[,

dz dz

Convection Number, Co
Co=[(1-x)/x]*Ypg/p.]1°°

Boiling number, Bo

q

BO= G hy,

Bond numberBo

_ D2
Bo— gd(pL—pc)
. g
Eotvos Number, Eo

_ L2
Eo 9(pL—pc)
(o
Capillary numberCa
\%
Ca: M_

a
Ohnesorge NumbeZ

7— M~
(pL o)
Weber Number, We
L G?
We=
p o
Jakob Number, Ja
Ja:& CpL AT
Pv fg

Groups based on Empirical Considerations
Represents the Ratio of frictional pressure drops with Because of its success in predicting pressure drop in
liquid and gas flow. It has been employed successfully compact evaporator geometries, it is expected to be a useful
in two-phase pressure drop models in simple as well asparameter in microchannels as well.
complex geometries
Co is a modified Martinelli parameter, introduced by Its direct usage beyond flow boiling correlation may be
Shah[5] in correlating flow boiling data limited.
Heat flux is non-dimensionalized with mass flux and Since it combines two important flow parameterandG,
latent heat. It is not based on any fundamental it will be used in empirical treatment of flow boiling.
considerations.

Groups based on Fundamental Considerations
Bo represents the ratio of buoyancy force to surface Since the effect of gravitational force is expected to be
tension force. Used in droplet atomization and spray small, Bo is not expected to play an important role in
applications. microchannels.

Ectvos number is similar to the Bond number, except Similar to Bo, Eo is not expected to be important in
that the characteristic dimensi@ncould beD,, or any microchannels except at very low flow velocities and vapor
other physically relevant parameter. fractions.

Ca represents the ratio of viscous to surface tension Ca is expected to play a critical role as both the surface
forces. It is useful in analyzing the bubble removal tension and the viscous forces are important in
process. microchannel flows.

Z represents the ratio of the viscous force to the squareThe combination of the three forces into one masks the
root of the product of the inertia and the surface tension individual effects of each force. Although may come out
forces. It is used in analyzing liquid droplets and as an important variable, it may not be suitable in the early
droplet atomization processes. stages of microchannel research.

We represents the ratio of the inertia to the surface We | useful in studying the relative effects of surface
tension forces. For flow in channelB,, is used in tension and inertia forces on flow patterns in microchannels.
place ofL.

Ja represents the ratio of the sensible heat for a givenJa may be used as an important parameter in studying the
volume of liquid to heat or cool througRAT in effects of liquid superheat prior to initiation of nucleation in
reaching its saturation temperature, to the latent heatmicrochannels. It may also be useful in studying the
required in evaporating the same volume of vapor.  subcooled boiling conditions.

phase and flow boiling applications are reviewed in this sectiodiameter is sometimes used as the characteristic dimension in the
Non-dimensional groups are useful in arriving at key basic relaefinition of the Bond number in pool boiling. Since the gravita-
tions among system variables that are valid for different fluidsonal forces are expected to be small compared to the surface
under different operating conditions. Some of these groups haession and viscous forces, usefulness of Bond number in micro-
been derived empirically, often on the basis of experimental datiannel application is limited.

Fundamental considerations of the governing forces and their mu-Additionally, there are a number of non-dimensional groups
tual interactions lead to non-dimensional groups that provide imsed in literature for correlating different boiling phenomena. For
portant insight into the physical phenomena. A listing of botexample, Stephan and Abdelsalfj utilized eight dimensionless
types of non-dimensional groups, based on empirical considgroups in developing a comprehensive correlation for saturated
ations and on theoretical analysis of forces, is given in Table 1.pool boiling heat transfer. Similarly, Kutateladz& combined the
brief description of their significance along with their relevance teoritical heat flux with other parameters through dimensional

flow boiling in microchannels is also included in the table.

analysis to obtain a non-dimensional group. However, only those

The non-dimensional groups based on empirical consideratiamsn-dimensional groups that are derived from some basic consid-
have been proposed in literature on the basis of extensive datations are reviewed here.
analysis. Their extension to other systems requires rigorous vali-
dation, often requiring modifications of constants or exponents.Forces Acting on a Liquid-Vapor Interface Due to Evapora-
Convection number and boiling number fall under this categorjon Momentum Change, Inertia and Surface Tension. The
Although the Martinelli parameter is derived from fundamentaion-dimensional groups employed so far in literature for analyz-
considerations of the gas and the liquid phase friction pressung the flow patterns during flow boiling have been similar to
gradients, it is used extensively as an empirical group in correldtose employed in the adiabatic two-phase flow applications. The
ing experimental results on pressure drop, void fraction, and Jakob number is used in analyzing the bubble growth phenom-

some cases, heat transfer as well.

enon. The Weber number has been recently introduced in flow

It can be seen from Table 1 that among the groups derived frgrattern maps for microchannels and minichannels. The effect of
fundamental considerations, Capillary number, Ca, and Welezat flux appears only in the Boiling number, which is used in
number, We, are important in microchannel two-phase flowBeat transfer correlations along with the density ratio; the Boiling
They represent the ratios of viscous and surface tension forcesmber has not been used in flow pattern maps.
and inertia and surface tension forces respectively. The ratio ofHeat flux has a significant effect on the two-phase structure
inertia to viscous forces, represented by Reynolds number, Rediging flow boiling. A higher heat flux results in a more rapid
extensively used in single phase flows; it is also expected to hawebble growth leading to quickly filling the channel with a vapor
an important role in two-phase flows, as the single-phase heshig. The forces generated due to rapid evaporation become sig-
transfer and pressure drop characteristics are often found to rtiicant for microchannels, as the growing bubbles interact with

useful in predicting the two-phase flow behavior.

the channel walls. Further discussion on this aspect is presented in

The Bond number represents the ratio of the gravitational the following sections.
surface tension forces on a droplet or a bubble. Departure bubbléds a nucleating bubble grows, the difference in the densities of
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! Similarly, the force per unit length due to the surface tension force

i is given by
|
i F&= o cosé 3)
|
} where 6 is the appropriate contact angle, advancing or receding,
; depending on the direction of the motion of the liquid into or
VABOR away from the interface respectively
LIQUID BUBiBLE The net gravitational forcédue to buoyancymay be repre-

%Evaporation at sented in a similar manner as

F'y 7 :themterface Fé:(PL—PG)gDZ (4)

i The gravitational force is generally quite small compared to the
[ forces due to inertia and the momentum change during flow boil-

ing in microchannels.
/ - The viscous forces are not considered here, although they are
Heater surface F's important in determining the flow stability in microchannels.
Their effect is represented through the Capillary number and the
Fig. 1 Forces acting on a vapor bubble growing on a heater Reynolds number.

surface in a liquid pool, only half of a symmetric bubble shown . . o
New Non-Dimensional Groups Relevant to Flow Boiling in

Microchannels. The relative magnitudes of the forces due to
&poration momentum, inertia, and surface tension, introduced in
~(S.(1-3), influence the two-phase structure during flow boiling.
rﬂe ratios of these forces, taken two at a time, yield the relevant
g@n-dimensional groups in flow boiling.

the two phases causes the vapor phase to leave at a much hi
velocity than the corresponding liquid velocity toward the rece
ing and evaporating interface. The resulting change in moment
due to evaporation introduces a force on the interface. The m

nitude of this force is highest near the heater surface due to ayew Non-Dimensional Grou;. This group represents the

higher evaporation rate in the contact line region between thgtio of the evaporation momentum force, Efj), and the inertia
bubble base and the heater surface as illustrated in Fig. 1. force, Eq.(2). It is given by

For the case of saturated flow boiling, the heat flux at the wall

results in an evaporation mass flux @fh;,. The resulting mo- (1)23

mentum change introduces a force on the liquid interface that can hig/ Pc q pL

be expressed as described below per unit characteristic dimension, KFW = ( Gh ) — (5)
either based on the bubble diameter as shown in Fig. 1, or based fa/ Pe

on the channel diameter as shown in Fig. 2. This force was first pL

introduced by Kandlikaf8] in developing a CHF model based onThe non-dimensional groul; includes the Boiling number and
the force balance at the contact line at the base of a bubble on m@ ||qu|d to vapor density ratio. The Bo|||ng number alone does

heater surface. ) not represent the true effect of the evaporation momentum, and its
Thus force per unit length due to momentum change caused édpling with the density ratio is important in representing the
evaporation at the interface is given by evaporation momentum force.
D 2 A higher value ofK; indicates that the evaporation momentum
gD q 1 q\“D . ; :
Fu=—r——= (_) — (1) forces are dominant and are likely to alter the interface movement.
hig Nig b \hig) Pe As an example, consider the bubble growth shown in Fig. 3 inside
whereD is the characteristic dimension. a 200um square microchannel, Steinke and Kandlikad, Each

The other forces acting on the interface are due to the inertiaf@me in Fig. 3 is 8 ms apart. The bubble grows rapidly aided by
the flow and the surface tension in the contact line region. Ti@e evaporation at the liquid-vapor interface. The high evaporation
forces per unit length are given by the respective equations beld@te causes the interface to move rapidly downstream. The up-

The stress resulting from the inertia forces is giverph. The Stream interface also experiences the force due to evaporation

resulting force per unit length due to the inertia is then given bjiomentum and the increased pressure inside the bubble, causing
it to move against the flow direction in one of the channels as

C 2 G°D shown. The flow reversal occurs at high heat fluxes and has been
Fi=p VD= oL () observed in 1 mm square minichannels as well by Kandlikar et al.
[10]and Kandlikaf11]. Further discussion on the actual values of
K, employed in microchannels and minichannels is presented in
- later sections.
S
—p- New Non-Dimensional Groul,. This new group represents
the ratio of the evaporation momentum force, Ef), and the
surface tension force, EQ3). It is given by
Flow P
2
LIQUID |» VAPORPLUG  Channel wall K ,= hig/ Po :(i) b (6)
Fiy Evaporation at . 0' h.fg pPcO -
< the interface The contact angle is not included in the above ratio. The actual
force balance in a given situation may involve more complex
dependence on contact angles and surface orientation. However, it
— should be recognized that the contact angles play an important
role in bubble dynamics and contact line movement and need to
Fig. 2 Forces acting on a liquid-vapor interface that covers be included in a comprehensive analysis. The non-dimensional
the entire channel cross section group K, governs the movement of the interface at the contact
10 / Vol. 126, FEBRUARY 2004 Transactions of the ASME
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(e)
Fig. 4 Variation of K , ¢y with diameter for flow boiling CHF
(f) data of Vandervort et al. [12] for different values of Ginkg /m?s
fig) diameter for three different mass fluxes. The result is shown in

Fig. 4. The value oK, o for each mass flux set is seen to be
quite constant, considering the scatter present in the original data.
(h) B —— i iaiies This is quite remarkable, and further, as expected, a dependence
; of the respectiveK, e values on the mass flux is seen since
K, che does not include the inertia related forces. Further CHF

Fig. 3 Rapid bubble growth causing reversed flow in a parallel modeling needs to include the mass flux effect. Incidentally,
microchannel. Water flow is from left to right, single channel K, chr is seen to increase with mass flux as one would expect.
shown, t=(a) 0 ms, (b) 8 ms, (c) 16 ms, (d) 24 ms, (e) 32 ms, (f) As a first attempt, applying a mass flux correction fa¢t§i’,-

40 ms, (g) 48 ms, and (h) 56 ms, Steinke and Kandlikar  [9]. to K, o nearly collapses the data of Vandervort et[a2] for

different mass fluxes on a single horizontal line. Figure 5 shows
the resulting plot. Considering the scatter in the CHF data due to

line. The high evaporation momentum force causes the interf asurement uncertair!ties, the agreement is very encou_raging.
to overcome the retaining surface tension force. This group w: wever, further expgr_lmental data need to be _|ncluded in the
effectively used by Kandlikaf8] in developing a model for CHF comparison, and addltl_onal property effec(t_acludlng contact

in pool boiling. The characteristic dimension D was replaced Wi[@ngles)need to be considered while developing a CHF model for

the departure bubble diameter. The resulting expression for W boiling in microchannels.
CHF in pool_ boiling fro_m a smooth pla_nar surface oriented at an Importance of Weber Number and Capillary Number in
angle ofp with the horizontal was obtained as Microchannel Flow Boiling. The Weber number, We, and the
1+coso\[2 = 12 Capillary number, Ca, should prove to be useful in determining
———|| =+ - (1+cosh)cos¢ the transition boundaries between different flow patterns. We and
16 T 4 Ca are believed to influence the CHF phenomenon as well. These
X[og(p.—pc)]¥4 (7) 9groups are commonly employed in analyzing the gas-liquid adia-
batic flows. They may prove to be useful in refining the mass flux
and viscous effects on CHF in th&, cye K354 group shown in
Fig. 5. Further work on this can be undertaken after reliable ex-
perimental data become available for CHF in microchannels with

_ 1/2
AeHr= NigPd

Alternatively, the value oK, at CHF for the case of pool boiling
may be written as

K - qCHF 2 D B 1+C050 2 2 n T 1+ 0 X i 8
2,CHF— hy | poc = 6 e (1+cosf)cosop a wide variety of fluids.
9(pL—pe) ]2 Ranges of Non-Dimensionless Parameters Employed in Mi-
% StPL™ Pe) D (8) crochannel and Minichannel Flow Boiling Experiments in Lit-
o erature. A large body of experimental data is available for flow

The characteristic dimension D is simply half of the critical waveR0iling in conventional sized channels. There are only a handful
length, (alternatively, it may be taken as the departing bubble
diameter), given by

" 1.E-06 ——
Dzzw[; ) sE0r - mGme0000 3
9(pL—pc) Eu = | aG=25000
Thus, K, o for pool boiling is given by § 6E07T | — —— — @i G000 |-
]
« ) 1+cosf\?2 L ) 10 g 4g07 | —@—— - —o—
= — |+ —=(1+ o .
2,CHF— &7 16 - 4( cosf)cos¢ (10) S eorl % é Aﬁf i ?,, — 1177

In other words, the non-dimensional numhb€s has a unique 0.E+00 ‘ ‘
value for CHF in pool boiling and depends on the contact angle 0.0 05 10 15 20 25
and the orientation angle of the heater with respect to the horizon- D, mm
tal. This group is expected to be important in CHF analysis during
flow boiling in microchannels and minichannels as well. Fig. 5 Variation of K ,cye K3 &y with diameter for flow boiling

The experimental CHF data of Vandervort et @?2] during CHF data of Vandervort et al. [12] for different values of G in
flow boiling is plotted withK, oy @s a function of the hydraulic kg/m? s
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Fig. 10 Ranges of Reynolds Number, Re, employed in various

Fig. 6 Ranges of the new non-dimensional parameter K experimental investigations

ployed in various experimental investigations

, em-

of reliable experimental data sets available for minichannels anfl the minichannel and microchannel data sets fall toward the
microchannels, e.g[9] and[13-21], although more are emerging higher end oK, values. Especially the data set of Yen et[a#]
in literature as the interest continues to grow in this field. It iss seen to fall at the very high end. Higher valueskof are
interesting to look at the ranges of dimensionless parameters @ndicative of a relatively higher heat flux for a given mass flux
ployed in these experiments as a function of hydraulic diametevalue, and also of the increased importance of the evaporation
Figures 6—10 show the ranges of non-dimensional parameterementum force.
employed in several investigations. The rangesKgfover the Figure 7 shows a similar plot fdk, plotted againsDy,. The
channel hydraulic diameters employed in literature are shown fimaximum value oK, (not shown in the plot as no data are avail-
Fig. 6. The 6 and 15-mm diameter data for R-11 by ChaB] able)is indicative of the CHF location. There are very few studies
covers a wide range df;. Looking into the experimental data available on CHF in Minichannels, and practically none for
sets, it is seen that the higher end valueKgfcorrespond to the the microchannels. This is an area where further research is
nucleate boiling dominant region, while the lower end values garranted.
K, indicate the convective boiling dominant region. The large Figure 8 shows the range of We in the data sets analyzed here.
diameter data sets cover a wide range, whereas it is seen that niNsstappreciable differences are noted, and the data sets do not
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show any shift in the We range indicative of any change in the
experimental conditions for smaller hydraulic diameter channels.
Although We does not appear to be a significant parameter in this
plot, it may be representative of the inertia effects that are impor-
tant in modeling the CHF in flow boiling.

The Capillary number is expected to be important in the micro-
channel flows as both the viscous and the surface tension forces
are expected to be important. Figure 9 shows the variation of Ca
range with hydraulic diameter for representative data sets. It can
be seen that there is a systematic shift toward higher values of Ca
for smaller channel diameters. This indicates that the viscous
forces become more important than the surface tension forces un-
der flow boiling conditions in microchannels. This is somewhat of
an unexpected result, as one would believe the dominance of the
surface tension forces at smaller channel dimensions.

Finally, Fig. 10 shows the range of all liquid flow Reynolds
numbers employed in the data sets. As the channel diameter is
decreased, a clear shift toward lower Reynolds number is seen.
This points to the increased importance of the viscous forces in
microchannels. Combining this observation with the discussion on
the Capillary number in the above paragraph, it can be concluded
that the viscous forces are extremely important in microchannel
flows. The effect of lower Re on flow boiling heat transfer mod-
eling will be discussed in the section on heat transfer coefficient
prediction.

Influence of Channel Hydraulic Diameter on Flow Boil-
ing Heat Transfer Mechanisms

Flow Patterns. Flow boiling in a channel is studied from the
subcooled liquid entry at the inlet to a liquid-vapor mixture flow
at the channel outlet. As the liquid flows through a microchannel,
nucleation occurs over cavities that fall within a certain size range
under a given set of flow conditions. Assuming that cavities of all
sizes are present on the heater surface, the wall superheat neces-
sary for nucleation may be expressed from the equations devel-

D, mm oped by Hsu and Grahaf22] and Sato and Matsumufa3]:
Fig. 9 Ranges of Capillary Number, Ca, employed in various AT 40 Tsap 1gh 14 KNrgATsup (11)
experimental investigations sat, ONB— khig 20Tgap1gh

12 / Vol. 126, FEBRUARY 2004

Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



e (a)

(b)

0.01 0.10 1.00 10.00
Dy, mm

Fig. 11 Wall superheat required to initiate nucleation in
a channel with hydraulic diameter  Dj, for saturated liquid con- (¢)
ditions

For a conservative estimatA,T, =0 is taken in estimating the (d)
local superheat at the onset of nucleate boiling. Since the single

phase liquid flow is in the laminar region, the Nusselt number is

given by

Nu=%=c (12) (e)

whereC is a constant dependent on the channel geometry and the

wall thermal boundary condition. Combining Eq41) and (12) (f) m

with zero subcooling, we get, sechill
o

80T C
AT s o= — 52 (13)
g Fig. 12 High speed flow visualization of water boiling in

Taking the case of a constant wall temperature boundary condi- 197 umX 1054 um channel showing rapid dryout and
tion, representative of microchannels in a large copper block, tivetting phenomena with periodic passage of liquid and vapor
variation of AT, with D, is plotted in Fig. 11 for water at a slugs, each successive frame is 5ms apart, Kandlikar and
saturation temperature of 100°C and for R-134a at 30°C. FBplasubramanian [25]
channels larger than 1 mm, the wall superheat is quite small, but
as the channel size becomes smaller, larger superheat values are
required to initiate nucleation. For water in a 20 channel, a
wall superheat of 2°C is required before nucleation can beg
The actual nucleation wall superheat may increase due to the
sence of cavities of all sizes, while it may reduce dudatpthe
presence of dissolved gases in the liquid, Kandlikar et[a#],
(b) corners in the channel cross section, &odpressure fluctua-
tions.

From the above discussion, for channels smaller thapus0
the wall superheat may become quite large, in excess of 10
with water, and above 2—-3°C for refrigerants. Flow boiling iq|0

channels smaller than 3@m will pose significant challenges. Thein frames (c)-(d)-(e). In frames(f)-(1), the liquid film has been

buildup of wall superheat presents another issue that is discusﬁs%pletely evaporated, and the channel walls are under a dryout

in the following para_lgraph. . condition. The liquid front is seen to pass through the channel in
Once the nucleation begins, the large wall superheat causeg e (m), followed by all liquid flow in the last frame. The

sudden release of energy into the vapor bubble, which grows rapsiogic wetting and rewetting phenomena were also observed by
idly and occupies the entire channel. A number of investigato

have considered this vapor slug as an elongated bubble. The r df;ﬂﬂ:: %ti:r;[ei]rsf-or parallel microchannels of 103-126m

bubble growth pushes the liquid-vapor interface on both caps ?

becomes a vapor slug that expands in both directions. The flow

tterns are seen as periodic, with small nucleating bubbles grow-

] into large bubbles that completely fill the tube and lead to
rapid movement of the liquid-vapor interface along the channel.

Figure 12 shows the periodic dryout and rewetting through an
image sequence obtained with a flow of water in a single channel,
197 umx1054m in cross-section, by Kandlikar and Balasubra-
nian[25]. Here the bubble growth is extremely rapid, and the
ving interface could not be precisely imaged. However, the
w goes from all liquid flow in framega) and(b) to a thin film

ther flow patterns reported by Steinke and Kandlik&rin-

de slug flow, annular flow, churn flow and dryout condition. A
mber of investigators, including Hetsroni et [@7] and Zhang
I.[28] have also reported these flow patterns. The long vapor
bble occurring in a microchannel is similar to annular flow with
ermittent slugs of liquid between two long vapor trains.

The periodic phenomena described above is seen to be very
similar to the nucleate boiling phenomena, with the exception that
the entire channel acts like the area beneath a growing bubble,
rHoing through periodic drying and rewetting phases. The transient
heat conduction under the approaching rewetting film and the heat
transfer in the evaporating meniscus region of the liquid-vapor
fMerfaces in the contact line region exhibit the same characteris-

the vapor slug at the upstream and the downstream ends, and |
to a reversed flow in the parallel channel case as the liquid on
upstream side is pushed back, and the other parallel chan
carry the resulting excess flow. Kandlikar et[dl0] observed this |,
reversed flow in 1-mm square parallel channels, while Steinke

Kandlikar[9] report a rapid flow reversal inside individual chan-
nels in a set of six parallel microchanneB,=200um. Re-
versed flow was also observed by Peles ef28]. Kandlikar and

of the interface in a 197m x 1054um single microchannel. Due
to the relatively high inlet “stiffness” of the water supply loop,
the single microchannel does not show as dramatic reversed fl
behavior as the parallel microchanndls case of p_arallel chan- tics as the nucleate boiling phenomena.

nels, the other channels act as the upstream sections for any given

channel). Figure 3 by Steinke and Kandlik@f shows a sequence Dynamic Advancing and Receding Contact Angles. The

of bubble formation and reversed floffrom right to left) in a contact angles are believed to play an important role during dryout
channel. The images are 8 ms apart and show a bubble fromatsl rewetting phenomena during flow boiling in a microchannel.
nucleation stage, as it occupies the entire channel, and eventudlhese angles are important in the events leading to the CHF as
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Fig. 14 Comparison of the Kandlikar  [1,2,35] correlation and
Egs. (15) and (16) for the Nucleate Boiling Dominant Region
with Yen et al. [14] data in the laminar region, plotted with heat

transfer coefficient as a function of local vapor quality X,
R-134a, D,=190 um, Re o=73, G=171kg/m?Zs, q
(h) =6.91 kw/m?
Fig. 13 Changes in contact angle at the liquid front during
flow reversal sequence, water flowing in a parallel microchan- . . . o
nel with D, =200 um, Steinke and Kandlikar [9] the functionf,(Fr, o) is taken as 1.0. The single-phase, all-liquid

flow heat transfer coefficierit, o is given by appropriate correla-
tions given by Petukhov and Pop¢@2], and Gnielinski[33],
. . . depending on the Reynolds number in the turbulent liquid flow.
well. The pool boiling CHF model by Kandlikd8] incorporates The values of the fluid-dependent paraméter can be found in
these angles as seen from Eg). During normal bubble growth, [34] or [35].
the dynamic receding contact angle comes into play. During theFor microchannels with the all-liquid flow in the laminar re-
rewetting process, the liquid front is advancing with its dynamigion, the corresponding all-liquid flow Nusselt number is given by
advancing contact angle. As the CHF is approached, or as the flow
reversal takes place due to flow instabilities, the liquid front h oDp,
changes its shape from the dynamic advancing angle to the dy- Nu o=—=C, (16)
namic receding angle. This event was captured by Steinke and
Kandlikar [9] using high-speed imaging techniques and is dis- )
played in Fig. 13 for the flow of water in a set of six parallelVhere the constar€ is dependent on the channel geometry and
microchannels, each with a 2Q@n square cross section. the wall thermal boundary condition.

The events in Fig. 13 show the changes in the contact anglesKandlikar and Steinkg34] showed that the use of E(L6) for
The liquid front is moving forward from left to right in frames NLo is appropriate in Eq(15) when the all-liquid flow is in the
(a)-(d). In frame(d), it stops moving forward. Note the dynamiclam'nar region. The use o_f turbulent flow corr_elatlon by Gnieliski
advancing contact angle in this frame, which is greater thaygs found to be appropriate for R&000, while for Re<1600,
90 deg. During frame&d)-(i), it experiences rapid evaporation atthe use of Iamlnar rov_v corre_latlon yle_lded good agreement. In the
the right side of the front interface and changes to the recediffgnsition region, a linear interpolation was recommended be-
contact angle value, which is less than 90 deg. The liquid sIG§€eN the limiting Res values of 1600 and 3000.
subsequently becomes smaller, making way to the vapor core withVith further reduction in the Reynolds number, R#00,
its residual liquid film in framegi)-(m). Eventually, the liquid Kandlikar and Balasubramani§B5] showed that the flow boiling
film dries out completely as seen in fram@s-(p). Additional mechanism is nuclea_te boiling domlna_nt and the use of o_nly the
studies on the contact angle changes at evaporating interfacesnigeate boiling dominant expression in E@5) for hrp ngp is
reported by Kandlikaf29]. More detailed experiments are neede@PPropriate in the entire range of vapor quality. Thus, Kandlikar
to further understand the precise effect of contact angles on CHed Balasubramanigi35] recommend the following scheme:

Heat Transfer Coefficients during Flow Boiling hrp=hrpnep for RE <300 an

n Mlcrochannels. Using the above scheme, a recent data set published by Yen
As the channel size becomes smaller, the Reynolds number ad$@|.[14] was tested. Figure 15 shows a comparison between the
becomes smaller for a given mass velocity, and the flow patteragperimental data and the above correlation scheme. Herg Re
exhibit characteristics similar to a bubble ebullition Cycle as d|%73, and 0n|y the nucleate b0|||ng dominant part of the correla-
cussed in the previous sections. It is therefore expected that i in Eq. (15) is used. At such low Reynolds numbers, the con-
flow boiling correlation for the nucleate boiling dominant regioective boiling does not become the dominant mechanism in the

should work well here. ) ) entire vapor quality range. In this plot, the first few points show a
Consider the flow boiling correlation by Kandlikg80,31]. very high heat transfer coefficient. This is due to the sudden re-
hrp neD Iease of the high quuiq sup_erhea_t following nu_cIeaFion that causes
hyp=larger of ' (14) rapid bubble growth in this region as seen in Fig. 14 as well.
hrp,cep Steinke and Kandlika36] observed a similar behavior with their

water data as shown in Fig. 15.

_ £02 1 _y\0.
hre nep=0.6683C0 *4(1-x)*(Frio)hio The flow boiling mechanism is quite complex in microchannels

+1058.0B87(1—x)°® ¢ h o (15) asseen from the experimental data and flow visualization studies.
oo o Although simple models available in literature, e[@7], present
hrp,cap=1.136C0 4 1—x) %% ,(Fr 0)h o a good analysis under certain idealized conditions, phenomena

71 N\0.8 such as rapid bubble growth, flow reversal, and periodic dryout
+667.2B8(1-%)*Frihio introduce significantly greater complexities. Effect of parallel
where Fr g is the Froude number with all flow as liquid. Since thechannels on heat transfer is another area where little experimental
effect of Froude number is expected to be small in microchannelgork is published.
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¢ S Conclusions
4 Experimental Data
200 — Gomelation Flow boiling in microchannels is addressed from the perspec-
- T tive of interfacial phenomena. The following major conclusions
e G =157 kgim's are derived from this study:
S q=:t73 KW/m
Zo| ¢ Re =291 1. After reviewing the non-dimensional groups employed in
£ " \ the two-phase applications, the forces acting on the liquid-vapor
interface during flow boiling are investigated, and two new non-
N dimensional group&,; andK, are derived. These groups repre-
oo o2 °';uamy’ e sent the surface tension forces around the contact line region, the

momentum change forces due to evaporation at the interface, and
Fig. 15 Comparison of the Kandlikar  [1,2,35] correlation and the inertia forces.

Egs. (15) and (16) for the Nucleate Boiling Dominant Region 2. In a simple first-cut approach, the combination of the non-
with Steinke and Kandlikar 36 data in the laminar region, plot- dimensional group,K$"is seen to be promising in represent-
ted with heat transfer coefficient as a function of local vapor ing the flow boiling CHF data by Vandervort et &l2]. Further
quality X, water, D=207 pm, Reo=291, G=157 kgm?s, g analysis and testing with a larger experimental data bank with a
=473 kW/m wide variety of fluids is recommended in developing a more com-

prehensive model for CHF. In additon, the influence of We, and
Ca on the CHF needs to be studied further.
3. The nucleation criterion in flow boiling indicates that the
wall superheat required for nucleation in microchannels becomes
Heat Transfer Mechanism during Flow Boiling in Mi-  significantly large -2-10°C) as the channel hydraulic diameter
becomes smaller, about 50—1@6n depending on the fluid. The
crochannels . ; o ;
presence of dissolved gases in the liquid, sharp corners in the
Based on the above discussion, the heat transfer mechanigmss section geometry, and flow oscillations will reduce the re-
can be summarized as follows: quired wall superheat, while the absence of cavities of appropriate

1. When the wall theat exceeds the temperature i?iz s may increase the nucleation wall superheat.
' e € wall superneat exceeds (ne temperalure requireq - o qqjgeraple similarities are observed between the flow

_to _nl_J(_:Ieate' cavmgs present on the channel walls, _nuclgate bOII'lr)]giling in microchannels and the nucleate boiling phenomena with
is initiated in a microchannel. Absence of nucleation sites of afie bubbles nucleating and occupying the entire channel. The pro-
propriate sizes may delay nucleation. Other factors such as shaigs js seen to be very similar to the bubble ebullition cyle in pool
corners, fluid oscillations, and dissolved gases affect the nuc[goi"ng.
ation behavior. The necessary wall superheat is estimated to bg_ Heat transfer during flow boiling in microchannels is seen to
2-10°C for channels smaller than 50-1@® hydraulic diameter pe nucleate boiling dominant.
with R-134a and water respectively at atmospheric pressure cong, A description of the heat transfer mechanisms during flow
ditions. boiling in microchannels is provided based on the above observa-
2. Immediately following nucleation, a sudden increase in hetibns. Some of the key features, such s rapid bubble growth, flow
transfer coefficient is experienced due to release of the accumeversal, nucleate boiling dominant heat transfer have been con-
lated superheat in the liquid prior to nucleation. This leads to rapitimed with high speed video pictures and experimental data.
evaporation, sometimes accompanied by flow reversal in parallel7. Further experimental research is needed to generate more
channels. data for developing more accurate models and predictive tech-
3. The role of the convective boiling mechanism is diminishediques for flow boiling heat transfer and CHF in microchannels.
in microchannels. The nucleate boiling plays a major role as the
periodic flow of liquid and vapor slugs in rapid succession conNomenclature
tinues. The wall dryout may occur during the vapor passage. The
wetting and rewetting phenomena have marked similarities with A = area, ()
the nucleate boiling ebullition cycle. The dryout period becomes B0 = Bond number, Table 1
longer at higher qualities and/or at higher heat fluxes. The nucle- B = Boiling number, Table 1
ate boiling heat transfer suffers further as the liquid film com- = - 2a(:)(ijlrl1;rt;r;1tumber Table 1
ggglly evaporate@ryout) during extended periods of vapor pas Co — convgption number e /py) (1 —X)/x)°8
4. As the heat flux increases, the dry patches become larger and ¢, = specific heat(J/kg K)

: o d = diameter,(m)
tay | tuall hing the CHF dition. ' :
stay longer, eventually reaching the condition dP/dz — pressure gradient, N

Closing Remarks. Although it is desirable to have a good Dy = hydraulic diameter(m)
mathematical description of the heat transfer mechanism during Eo = Eotvos number, Table 1
flow boiling in microchannels, the rapid changes of flow patterns, Fg = Fluid dependent parameter in Kandlidr2] correla-

complex nature of the liquid film evaporation, transient conduc- tion, =1 for water,= 1.60 for R-134a
tion, and nucleation make it quite challenging to develop a com- Fr = Froude number= G?/(pZgD)
prehensive analytical model. Further, the conduction in the sub- F' = force per unit length(N/m)

strate, parallel channel instability issues, header-channel f = friction factor

interactions, and flow maldistribution in parallel channels pose G = mass flux, (kg/rfis)

additional challenges. The usage of the new non-dimensional g = gravitational acceleration, (nf)s
groupsK; andK, in conjunction with the Weber number and the h = heat transfer coefficient, (WAK)
Capillary number is expected to provide a better tool for analyzing htg = latent heat of vaporizationJ/kg)

the experimental data and developing more representative models. Ja = Jakob number, Table 1

The scale change in hydraulic diameter introduces a whole new K; = new non-dimensional constant, €§)
set of issues in microchannels that need to be understood first K, = new non-dimensional constant, €6)
from a phenomenological standpoint. k = thermal conductivity(W/m K)
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P = pressurgPa) [13] Chawla, J. M., 1967, “Weneibergang und Druckabfall in waagrechten Ro-
q = heat flux (W/n%) hren bei der Stmmung von verdampfenden “Kamitteln,” VDI-
Re = Reynolds number=GDy/u) ForschungsheftNo. 523.
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Plasma-facing components for fusion reactors and other high heat flux heat sinks are

Hongtao Zhang subjected to a peripherally nonuniform heat flux. The monoblock test section under study
. . is a single-side heated square cross-section heat sink with a circular coolant channel
Ali Ekhlassi bored through the center. The heated length of the test section is 180 mm. The inside
diameter and outside square sides are 10 mm and 30 mm, respectively. It was subjected to
Thermal Science Research Center (TSRC), a constant heat flux on one side of the outside surfaces, and the remaining portion was not
College of Engineering, heated. The exit water subcooling varied from 55 to 101°C, the exit pressure was main-
P.0. Box 4208, tained at 0.207 MPa, and the mass velocity was 0.59 Mg/nThe results consist of
Prairie View A&M University, three-dimensional wall temperature distributions and a display of two-dimensional quasi-
Prairie View, TX 77446-4208 boiling curves. These results are among the first full set of three-dimensional wall tem-

perature measurements for a single-side heated monoblock flow channel which contains
the effects of conjugate heat transfer for turbulent, subcooled flow boiling. In the single-
phase region, good predictability resulted when the thermal hydraulic diameter was used.
[DOI: 10.1115/1.1643092

Keywords: Boiling, Forced Convection, Heat Transfer, Three-Dimensional, Two-Phase

Introduction robin monoblock CHF swirl-flow tests by Youchison et [&]; (2)
CHF in multiple square channels by Akiba et g]; (3) CHF

Since plasme}-facmg componef-C)design requirements qnd comparison of an attached-fin hypervapotron and porous coated
goals are evolving, the development of an experimental conjugdis

2 X i A - .surface by Youchison et a[7]; (4) CHF enhancements due to
multi-dimensional, flow boiling data base will provide the ba5|§vire inserts by Youchison et 418]; (5) post-CHF with and with-
for flow boiling correlation modification and adaptation. Thiso§t swirl flowyin a monoblock by’ Marpsha[lg]' (6) CHF JAERI

t

would include single-side heating effects as well as subcooled, "\ .- <o compilation by Boscary et [@.101: (7) pbost-CHE en-
turbglent flow boiling effects. The results would) be used for hancement fact%rs by Mgrshall e?ml]E (’8) C]:IEH:) Seaking factor
detail PFC and other h'gh hea_t flux heat s{tk1FHS) flow _chan- empirical correlations by Inasaka and Narigti2], and Akiba
nel and substrate design studies, &dead to cost-effective and al.[13]; (9) CHF correlation modification to account for periph-
robust designs. The optimized design of single-side heated PFLs, o Jiniform heating by Celata et fl4]; (10) comparison of
and HHFH_S is de_pende_nt on using conjugate heat transfer to fg] gle-side heating with uniform heating by Boyd5]; (11)

the local distribution of inside channel wall temperature and heﬁ’hgle-and two-phase subcooled flow boiling heat t’ransfer in
flux. smooth and swirl tubes by Araki et 4l6]; (12) smooth tube heat

Conjugate heat transfer modeling,2] has proven useful in yanster CHF and post-CHF by Becker et[d7]; and(13) tur-
forming baselines and identifying important parameters affecting iant heat transfer analysis by Gartner ef 28]
peaking factors and data reduction for the spectrum of high heat '

fluxes found in a wide variety of applications. For various appli- )
cations requiring different fluids, the results show the followingvlonoblock Test Section
(1) the coexistence of three flow boiling regimes at some axial The configuration under study consists of a single-side heated
locations inside the single-side heated flow chan(®lthe cor- monoblock(with square outside surfadetest section with a cir-
relational dependence of the inside wall heat flux and temperati@ar coolant channel bored through the center. A detailed descrip-
(fluid independent and(3) inaccuracies that could arise in SOM&jon of the test section is shown in Fig. 1. The overall length of the
data reduction procedurefiuid independent However, for PFC test section, including the inlet and outlet reduced diameter sec-
and other HHFHS(e.g., in boilers and electronic componentstions, is 360 mm. The main section of the test section available for
applications, work is still needed to expand conjugate heat transfgiating is 200 mm long with a nominal outside width and height
analyses from simple circular and complex laboratory geometrigs 30 mm and an inside diameter of 10 mm. The actual directly
[3.4]to prototypic geometries. This will lead to improved predictheated lengthl(,,) was 180 mm. Water was the coolant. The inlet
ability of peaking factors and prototypic conditions. ~ temperature can be set at any level in the range from 20.0 to
International efforts are vigorously proceeding in the investiga-30.0°C and the exit pressure can be set at any level in the range
tion of heat transfer and related critical heat f(@d‘”:) in Single- from 0.2 to 4.0 MPa. The mass Velocity can be set at any level in
side heated flow channels. Some examples of recent single-sig¢ range from 0.3 to 10.0 Mg/s. Thermocouples were placed
heating efforts include the followind1) the international round- 4t forty-eight locations inside the solid portion of the test section.
I For each of four axial stations, a set of thrg three different
IDistinguished Professor of Mechanical Engineering, Honeywell Endowed Preadii) thermocouples were embedded at each of the four circum-

fessor of Engineering, and TSRC Director. ; :
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF ferential measurement locatio(@ 45, 135, and 180 deg’ where 0

HEAT TRANSFER Manuscript received by the Heat Transfer Division April 14, 2002d€g corresponds to the portion of the plane _Of symmetry close to
revision received October 6, 2003. Associate Editor: M. K. Jensen. the heated surfagen the wall of the test section.
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Fig. 1 Locations of thermocouples  (TCs) inside the monoblock test section in planes #A1,
#A2, and #A3. The TC wells are the solid black lines with specified lengths and angles.

The mass velocity, exit pressure, and exit subcooling ran@esults

used for the present case were 0.59 M{m0.207 MPa Tsar  Ropust PFC and HHFHS designs must be based on accurate
=121.3°C), and 55 to 101°C, respectively. Type-J thermocouplggee.-dimensional conjugate flow boiling analyses and optimiza-
were used and calibrated to within0.1°C with a precision cali- {ions of the local wall temperature and hence on the local flow
brator. For these conditions, the basic fluid flow is a turbule@,toi“ng regime variations. Such analyses must have three-
(Re=9,400) and highly developing flow with a reciprocal Graetgimensional data as a basis for comparison, assessment, and flow
number (Gz') less than 3.3:210" . A detail description of the boiling correlation adaptation for localize boiling. As an initial
test facility, experimental, and measurement details are given elpert of an effort to begin to provide such data, selected results are
where by Boyd et al[19]. presented for the above noted conditions for ttig three-

The test sections were made of Type AL-15 Glidcop Graddimensional variations of the wall temperature as functions of the
Copper. Also shown in Fig. 1 are four axial stations labeled A-Agircumferential(¢), radial (), and axial ) coordinates, an?)
B-B, C-C, and D-D, which are axial locations of thermocoupl@et incident steady-state heat flux as a function of the local wall
(TC) wells for in-depth wall temperature measurements. The pur-
pose is to measure the axial distribution of the wall temperature
for a given applied heat flux. Since the geometry of the TC wells
is identical at all four axial stations, a detail description will be | 1] Heater Pressure
given for only one axial station. The A-A axial station has 12 TC Appllcator
wells: 10 in plane A1, one in plane A2, and another in plane A3.
Planes A2 and A3 are axially displaced upstream from plane Al
by 2 mm and 4 mm, respectively. Finally, the lengths
(=16 mm) and_, (=4 mm) shown in Fig. 1 are variable lengths
whose sum must equal 20 mm for a given experimental setup. SiEaaE

The TCs at station A-Awill give both radial and circumferential ~ st
distributions of the local wall temperature. Hence, a combination
of all axial stations will produce a three-dimensional distribution
of the wall temperature as a function of the applied heat flux; and,
the water flow regime will vary from single-phase at the inlet to
subcooled pre or post-CHF at the exit. The applied heat flux
comes from a 350.0 kW DC power supply which provides resis-
tive heating to the test section via a grade G-20 graphite flat heater
(see Fig. 2). The heater was placed over a 1.0 mm thick aluminum
nitride layer which in turn rests on the test section shown in Fig.
2. The power supply provides power to the heater element in the
experimental set-up through a copper bus duct/cabling systefy. 2 High heat flux monoblock test section expanded
[19]. assembly

Bus Bar
Support

Mykroy
Block

¢ Heater Transition
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(a)

Fig. 3 Measured two-dimensional quasi-boiling curves for the £ »ng?smv
single-side heated monoblock and single-side heated circular 20
test sections at ¢=0 deg and for specified axial locations  (near .
Z=27,=196.1 mm)
x|
$
L —
temperaturétwo-dimensional quasi-boiling curvesThe net inci- O e S
dent heat flux relationship with the locally measured wall tem- S P e e
. . . R (= a1
perature will be discussed first. H T
. . . 5 T
Incident Heat Flux/Wall Temperature Relationship. Ex- E ot
perimental results show the relationship between the incident heat .
flux (q,) and the wall temperatureT(,) at different three-
dimensional coordinates. This relationship betwegnand T,, ol
would be directly related to the two-dimensional local boiling OL e J
curve if the radius at which this relationship was considered was DB et oo (or o By
equal to the inside radius of the flow channel. The present work 224=196.1 rm- D {for 0 Dogres, D=4 for ther Coordinates, D=0)
will lead eventually to the development of these two-dimensional (b)

boiling curves.
) ) ) . Fig. 4 (a) Circumferential wall temperature profiles from the
Single-Side Heated MonoblockThe relationship between the thermocouples nearest to the fluid /solid boundary as a func-

steady state, net incident heat flux and the local wall temperatui@ of net incident heat flux, at Z=2,=196.1 mm; (b) Circum-
is presented in Fig. 3 faf=2,. The solid curves connecting theferential wall temperature profiles from the thermocouples
data are complete in that they show evidence of an influence fratgarest to the heated boundary  (i.e., away from the fluid /solid
the three basic subcooled flow boiling regintpartially nucleate Poundary) as a function of the net incident heat flux.

boiling, fully developed flow boiling, and local film boilingf the

boiling curve. Measured data are shown for three radial locations

(r=8.0, 10.8, and 12.9 mhand are used to extrapolate the locaound also began and increased in amplitude as the heat flux was
inside (=5 mm) wall temperature of the coolant channel. Bothurther increased. In addition, moderate local wall temperature
the saturation temperature and the temperature for the onsefigétuations(about 10°C) begin with a modest increase in the
nucleate boiling Tone) are showrj20]. Further, PetukhovE21] incident heat flux(850 to 870 kW/mi). These periodic fluctua-
correlation was used for the single-phase heat transfer predictiggss increased in magnitude to about 18.0°@jasvas increased

at the inside boundary of the coolant channel. For the single-siggyong 1.0 MW/r. It is interesting to note that these periodic
heated geometry predictions, all fluid properties were evgluated&éady conditions resulted in an increase in the slope offfhe

the local bulk temperature, and the thermal hydral@2] diam-  _ 4 “crve and hence resulted in locally stable, steady, periodic

eter Oy) was used in the Nusselt numb&y is defined a2 ongitions in which the local mean and peak wall temperatures
-Dj, wherea is a constant which accounts for single-side heatingere aimost constant.

effects @= 1.2 for the monoblock and 2.0 for the circular cylin-
der). Good agreement occurs except near ONB. Comparisons With the Single Side Heated Circular Tulieig-

One observes a progressive increase of the slope ofjthe ure 3 shows a comparison of two single-side heated geometries
versusT,, curves in Fig. 3 as the radius decreases or as the inside a monoblock test section heated on one of its four outside
fluid-solid boundary is approached. The set of three data points surfaces, and?) a “circular-like” (approximating a circular tube
each curve beyond ONB denotes entry into the region of fullgst section heated on one-half of its outside circumference. For
developed nucleate flow boiling. The occurrence of a significatitis comparison, the mass velocity was 0.59 Mggrand the mea-
boiling event at¢p=0 deg andZ=Z, (which is nominally 196.1 surements were made near the end of the heated length of the test
mm) is denoted by a decrease in the slope of the curves beyasettions. The cross-sectional aspect raRg) (for the single-side
these points ag|, increases further. The reduction in the slop&eated monoblock test section is defined as the ratio of the heated
suggests an as yet undetermined event which could be significeadth to the inside diameter of the flow chann®), for the single-
bubble coalescence or a stable entry into the local post-CHF séde heated “circular-like” tube is the ratio of the outside diameter
gime. As the heat flux was increased further, a loud hammer-like the inside diameter. For both geometriBs,is 3. It should be
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noted thaR, is neither a peaking factor nor a similarity parameter Test 916202
for this comparison. Rather, it is used in the present work only for ’
(1) to convenience of design, ar@) to demonstrate the obvious
difference which has not been always apparent to some investiga-
tors. As expected at a given level of heat flux, the wall tempera-
tures in the circular-like test section are typically higher than those
in the monoblock test section. Correspondingly at a given power
level, the local monoblock test section wall temperature is higher
than that for the circular tube. Further, the fully developed flow
boiling region extended over a broader heat flux range for the
circular tube test section when compared with the monoblock test
section. Near the fluid-solid boundary, the on-set to fully devel-
oped boiling occurred at a slightly higher temperature for the
single-side heated circular tube than for the single-side heated
monoblock flow channel. As can be seen, there is also good agree-
ment between the data for the circular configuration and single-
phase predictions except near ONiR:., ONB1).
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Three-Dime_nsionaI Va_riation_s f_or a Single-Side Heated Mono- ¢ R;dm;e(m)m;ga z=1;4=1gs1n:r:m) ®
block. The circumferential variations of the wall temperature are
presented in Figs.(4) and 4(b)for ten levels of the net incident Fig. 5 Radial wall temperature profiles for the flow channel at
heat flux,q,. These figures show such variations close to thé=45 deg and Z=2,=196.1 mm as a function of the net inci-
inside fluid-solid boundary and the outsidpartially heated) dent heat flux
boundaries, respectively. Comparing the two sets of plots, one
observes that the circumferential wall temperature variations are
basically similar except at the highest heat flux. However, there@onclusions

a larger variation near the partially heated boundary. Since therery,q optimized design of single-side heated plasma-facing com-
are only four circumferential locations for each set of measur bnents(PFCs)and other high heat flux heat sinks is dependent
ments, these distributions will not show the exact local circumfeE—n knowing the local distribution of inside wall heat flux and
ential slopes but the quantitative trends at the four locations &tnperature in the flow channels. This knowledge will result in a
evident. The locus of the data in Fig. 4 displays approximately thgjiaple description of the different heat transfer regimes at the
correct boundary condition of a zero circumferential temperatujigside wall of the cooling channel. The inside wall heat flux can
gradient asp approaches 180 deg for most levelsygf The zero pe optain from selectively chosen local wall temperatures close to
temperature gradient is not directly apparen$at0 deg from the  the inside boundary of the flow channel. To this end, three-
lines (used only for convenient data point identificati@onnect-  dimensional thermal measurements for a single-side heated mono-
ing the data points. However, this data is amenable to this bourklock test section were made and shelythe three-dimensional

ary condition; and, the data interpretation improves when this copariation of the wall temperature close to both the heated and
dition is used. Close to the fluid-solid boundary, the temperaturefigid-solid surface boundaries, as well as at an intermediate loca-
almost constant betweefh= 135 and 180 deg. Ag increases, the tion (2) two-dimensional quasi-boiling curves, ar@) good

local wall temperature decreases sharply and then gradually dgreement with the Petukhd21] correlation in the single-phase
creases as expected. The gradual decrease is due to the large vagien when the thermal hydraulic diamef&r22]is used. These

of R,. As R, decreases, this circumferential variation willresults(1) are among the first full set of three-dimensional wall
increasq 15]. temperature measurements for single-side heated monoblock flow

At all heat flux levels, the temperature variations betwéen channels which contain the effect of conjugate heat transfer from
=0 and 45 deg are usually much less for the circular tube than fmrbulent, subcooled flow boiling, an@) provide a unique two-
the monoblock. This implies that for a given heat flux level above
that needed for local boiling, a larger portion of the single-side
heated circular tube inside wall experiences boiling in the circum- T Hoat Flax @1 Test 9-16-202
ferential direction than the single-side heated monoblock. T Vet rotmoam ‘

Figure 5 displays the radial temperature profilespat 45 deg B itiniieds Foa Fasc i Kism
and shows significant variations with respect taAs can be seen
by comparing Figs. @) and 4(b)at identical values of},, the
radial variation aip=0 deg is larger than at other circumferential
locations. These radial temperature profiles may be useful in esti-
mating the local heat flux and wall temperature on the inside flow
channel surface.

Finally, Fig. 6 shows the remaining portion of the three-
dimensional variations via the axial wall temperature profiles. The
curves are for test section locations along the heated portion of the
plane of symmetry =0 deg) and close to the heated boundary.
These local axial wall temperature profiles show that the wall
temperature in the axial direction increases with the axial coordi-
nate up to the third axial statiorZE&Z;=147.1 mm), beyond
which the local wall temperature decreases. Although small, axial
variations occurred betweenZ, (=98mm) and Z;
(=147.1 mm) at all power levels. These variations will increase
for monoblock test section wall and prototypic PFC substraigg 6 Axial wall temperature profiles from the TCs at &
thicknesses smaller than the 10 mm nominal value for the presesd deg, and close to the heated boundary as a function of the
case. net incident heat flux
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phase, turbulent, flow boiling data base for single-side heated flow2] Marshall, T.D., Youchison, D.L., and Cadwallader, L.C., 2001, “Modeling the

channels which can be used for comparisons with future compu-
tational fluid dynamic and heat transfer predictions and existing[a]

correlations.
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Nomenclature

Ay = outside heated surface aretl; for the monoblock
test section andth , for the circular-like test section
(m?)

a = dimensionless constant with different values for dif-
ferent single-side heating and geometric configura-
tions

D = correction for the axial coordinate€ € Z;— D) for
TCs at¢p=0deg and in test section planes #A2 (
=2mm) and #A3 D=4 mm)

D; = inside coolant channel diametén)
D; = thermal hydraulic diameteg- D; (m)
G = mass velocity (kg/rfs)

Gz = Graetz number, Re Pi(,/Di) !

h = local heat transfer coefficient (W#id)

ki = fluid thermal conductivity(W/mK)
Ly = heated lengtim)
L; = unheated inlet lengtkm)
L, = unheated exit lengttm)
Pr = Prandtl number
NUp, = local Nusselt Numbeh Dy /k;
0o = net incident flux based oAy (KW/m?)
Re = Reynolds NumberGD; /u
r = radial coordinatém)
t = heater width(m)
TC = thermocouple
T.at = Saturation temperature (°C)
T, = local wall temperature (°C)
Z = axial coordinate or measurement locatiomm)

Z; = axial coordinate location for axial sections A-& (
=7,=196.1), B-B ¢=2,=147.1), C-C =2,
=098.0), and D-D Z=27,=49.0), whergj =1, 2, 3,
or 4 (mm)
Greek Symbols
w = dynamic viscosity(kg/ms)
¢ = circumferential coordinatédeg)
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Modeling and Numerical
N Prediction of Flow Boiling
e |0 @ Thin Geometry

University of Central Florida,

Orlando, FL 32816 ) B ) o -
An analysis capability to examine the two-phase bubbly flow in high pressure boiling

systems has been developed. The models have been adapted from the literature for a

Charles C. Manetri narrow high aspect ratio geometry using the measurements obtained in a companion
paper. Three-dimensional computational results have been compared with cross-section

T. Darton Strayer averaged and line-averaged void fractions measured with a gamma densitometer, and
local void fraction measured with a hot-film anemometer. These comparisons have been

Lockheed Martin Corporation, made over a wide range of flow inlet conditions, wall heating and system pressure.
Schenectady, NY 12301 Comparisons are found to be good when the flow is bubbly, but at high void fractions,

where the flow is churn-turbulent or annular, the two-field modeling approach does not
perform adequately. This result emphasizes the need for multiple field modeling.
[DOI: 10.1115/1.1643754

Keywords: Boiling, Heat Transfer, Modeling, Multi-Phase

Introduction are available. Rectangular geometries present better optical access
for the measurements, and capture three-dimensional effects. Lim-

The two-phase flow analysis developed over the years can itsd model verification will be done using specific experiments in

grouped into two categories: ﬂ.u'd mixture and two-flwd_. Re; refrigerant fluid, R-1346SUVA) in thin high aspect ratio geom-
sear(_:hers have used the_tvv_o-flwd_ approach s_uccessful_ly since g . The experimental facility, instrumentation and measurement
readily adaptable to multi-dimensional analysis. In particular, L srocedures have been expla‘ined in detai[6. The ability to
gzzeellgp?earfeg\r[%;eg] ggr\r/%jg?%gérg:u%eggirgﬁ!(ggﬁugr%g?g_de%redict local flow field parameters for many conditions of interest
tions of bubbly flow match the void distribution and turbulencWIII be established by comparison of three-dimensional results

e d by Seri in tub I There i @ith detailed local and average void fraction and pressure drop
quantities measured by Serizaj#g in tubes very well. There is a o5\ rements. Shortcomings of two-field modeling beyond the

need to extend these models for boiling flows in thin geomet%bmy flow regime will be demonstrated and discussed
applications. Very thin tubes and thin ducts in the millimeter range '

are now employed in compact evaporators and in the micrometefEnsemble Averaging Process. In the two fluid approach, the
range in ink jet printers and other Micro Electro Mechanical Sysnsemble averaged conservation equations are written for each
tems (MEMS). In these narrow geometries, the micron-sizphase. Ensemble averaging is more appropriate for general two-
bubbles originating at the heated surface are quickly confined phase flows since it preserves both spatial and temporal flow
the space as they grow. When these bubbles span the narkawiations. Closure conditions used in the current analysis were
space, they start elongating with a spherical cap and a cylindrietiveloped within the cell model averaging framework developed
tail in the case of a tube, and a planar cap in the case of a tiiy Drew[8]. The ensemble average is obtained by examining the
duct. Therefore, the geometry plays a major role in bubble devéket of realizable flows occurring &t resulting from a sphere
opment. The three parameters of importance in any thin geometbubble)center occupying different positiozswithin the cell. Iff

are Eotvos number, Morton number and Weber nunibgd] for  is some microscopic process, the dependence on the ensemble for
the development of the drag model and the non-drag model subis case is denoted byx,t;z). In this model, flow realizations of

as the lift force. a single bubble contained within the averaging cell are calculated
In the literature, the closure conditions or models have be@&g
developed and tested based on measurements in air-water systems.
Some of these models that are primarily developed for dilute bub- T:f J' f f(x,t:2)p(x,t:2)dV (1)
bly flows have not been tested in high-pressure heated systems. At
V

cell

high pressure, a higher frequency of bubbles is present and the

flow can stay bubbly at void fractions as high as 60 perf@ml, \yherex is the fixed flow observation point located within the
although in thin geometries, the bubbles may behave like slugs\gfumedv, z is the location of the bubble center located within

much lower void fractions. Therefore, the integrated effects of thge cell, andy is the probability of a particular flow realization. A
closure models acting at a bubbly interface in a high-pressysgase indicator function is defined as

heated system have not been validated using a numerical code.

The present work is undertaken to apply the lift and drag mod- 1 for phasei at (x,t)
els developed for high-pressure systems in a companion péper Xi(x,t):o otherwise )
along with the other available momentum models in the literature,
and heat partitioning at the wall in a numerical code. The primahe ensemble-averaged equations are obtained by first multiply-
objective is to evaluate integrated model predictions in a modelirﬂ% the single-phase equations by the phase indicator function.
fluid in a rectangular geometry for which unique measurement&lis leads to averaged quantities such as
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— i Xip, At the inlet to the duct, the following values are set for each
fi= il (3) phase: three velocity components, density, volume fraction, tem-
&ipi perature, and enthalpy. In additiohande are also given in the

These concepts are used in deriving the ensemble-averafjgtid phase as given in the next section. A pressure boundary

Navier-Stokes equations as given in E@—(6). More details are condition is specified across the exit plane of the duct. No slip
provided in[8]. boundary conditions are used on the walls of the duct. Along the

wall, nonzero heat fluxes are specified. Setting the system pres-

Governing Equations. In the averaging of Navier-Stokessure and the fluid properties completes the flow specification.
equations, microscale flow phenomdiraividual interface inter- . o .
actions)are filtered out and the resulting averaged equations aré-¢ Transport Equations. If the liquid phase is turbulent,
used to predict the desired macroscale flow behatoch as trar)sport equa_tlons for the turbulent kinetic energy _an(_JI th_e dissi-
local void distribution once the appropriate closure conditiongation of kinetic energyk and ) are solved in the liquid field.
are included. As with all averaging processes, some physical i€ dispersed vapor phase is assumed to be laminar. The turbu-
formation is lost during averaging. Therefore, closure conditiod@nce Structure in the liquid phase must be carefully modeled,
or constitutive equations must be introduced, the form of whicHnCe it is known that the two-phase turbulence can significantly

must be determined through analysis of the interfacial physicdfect the lateral void distribution. The conservation equations will
These relations or “models” are described in detail later in thB€ considered closed if the turbulent stress is modeled. The form

section, “Closure Models.” of the k-¢ transport equations used here is a simple extension of

The two-fluid model entails solving phasic equations of masd€ Single-phase model to two-phase flows. The eddy viscosity
momentum, and energy conservation to determine the flow vap¥pothesis is valid and has been used with modifications made for
ables. Each phase has a unique value for every flow variapiubble-induced turbulence as explained later. The turbulence

Pressure is assumed to be common to both phases. The conséidiations are given below. Although the subsciiptan be used
tion equations are given below. to represent any continuous field, in the bubbly flow caseEgs.

(7)—(9) represents only the liquid phase.

Conservation of Phasic Mass. o )
Turbulence Kinetic Energy Equation.

T

J
a_XR(aiPiuik)ZZ (Ti=T) 4)
17 V.(piaiuik)) =V a; VK| +Pi+Gi—piaig; (7)

ol
Mi o,

Conservation of Phasic Momentum.
where the shear production and buoyancy production tefms,

d e P, O aul . auk andG;, are given by
g (@piUTU) = = G| it Gk o

Meff
| D Co Pi=auerVU.(VU+VU") Gi=a = Bi(g.VT)  (8)
+Mi+2 Djj(uj—uh+Tjul=Tjul (5) T
7 Turbulence Dissipation Equation.

Conservation of Phasic Energy.

.
"
d K J (?TI int int V.(piaiuisi)=V. o ,U,|+0__I VSi]
W(aipiuihi)zﬁ aikim +%+; (I'ihy" =T hi™) e ,
(6) €i €j
+Cap (PitGi)— Copiaiq - ©
1 |

The subscriptj, denotes the field. In bubbly flow, there are only

two fields, representing the two phases, liquid and vapor. TheNumerical Procedure. The system of governing differential
representation given in Eqé4)—(6) lends itself well to a multi- equations is discretized using a finite volume formulation in
field formulation, which would be necessary if multiple flow rewhich first order hybrid upwinding is used for the convection
gimes are encountered in the same problem. In bubbly flow, théegms. The discretized equations are solved in a segregated fash-
is only the liquid-vapor interface. The double subscript in th®n using the SIMPLEC algorithrf®] on a collocated grid. Pres-
mass transfer terni; , denotes a quantity transferred from thesure velocity coupling is enforced using the algorithm developed
phase indicated by the first indéstonor phaseto the phase indi- by Rhie and Chow10], and coupling between the phases is ac-
cated by the second indefreceptor phase). For example, arcomplished using a modified algorithm developed by Spalding
evaporative mass generation term in bubbly flow is indicated h§1] for two phases and adapted for a nonstaggered grid in the
I'\., (liquid-vapor). The superscripk is the repeated index. commercial code, CFDS-FLOW3[12].

Dij(U}—U!) represents the interfacial drag fordé! , the nondrag ~ Several different grid spacings were examined and the numeri-
forces including Reynolds stress&3;, the net heat transfer to cal results presented herein are generated with nonuniformly
phasei due to interfacial, wall and volumetric heating sourcesspaced grids (1625x37). This grid was found to be adequate
The thermodynamic variables, temperature and enthalpy are fer the experimental conditions reported and was constructed to
lated by Cp, =dh; /dT;. From the definition of volume fraction, ensure that corner nodes hadwAz ratio of 1 in the transverse

> a;=1. Flow toward the interface from either field is in the posiplane' Solution convergence was meas_ured by éxamining the
tive direction and away from the interface in the negative dire?—‘ass' momentum and energy residuals in the continuous liquid
tion. For heat transfer at an interface, this convention results fi|d- Additional measures of convergence included global mass
vapor generation being a positive phase change and condensaidfi €nergy balances, and numerical solution invariance.

a negative one when referenced to the liquid side.

The interfacial and wall quantities in the governing equations
are given by closure relationships, which are expressed in terms o
the primary flow field parameters, v, w, T, h, «, andp. Pressure, = Mass Jump Condition. The phases are coupled via interfacial
p, is common to both phases. In addition to the closure relatiomansfer terms underlined in Eg&l)—(6). These terms are related
ships, solution of the governing equations requires the followirlty what are called the jump conditions. The continuity jump con-
boundary conditions. dition arises from a mass balance, and it states that mass cannot

gump Conditions
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accumulate on the interface. This condition is met since the mass
transfer terms are written as source and sink terms in the opposite
phasesrl—vz _Fv—l)'

Energy Jump Condition. The energy jump condition dictates
that latent heat and work against surface tension balance the net
flux of energy to the interface. The jump condition is then met by
assuming that all interfacial heat transfer goes into latent heat of
phase change, and that no energy goes into sensible heating or
accumulates at the interface. During phase change, mass is as-
sumed to start at the bulk enthalpy/temperature of the donor phase
and to end at the saturation state of the receptor phase. The energy
jump condition thus allows the mass transfer rate to be determined
from the interfacial heat transfer. At the wall, the bubble interface
is a hybrid in that the part of the interface in contact with the wall
is treated differently than the remainder of the interface. The en- Inlet
ergy jump condition is expressed as

Fig. 1 Flow geometry and heat partitioning representation at
qn,y"‘ Qiy,l“‘QE—(Fl—V“‘ Fw)hfgzaff ) (10) the wall (figure not drawn to scale )

where the right hand side is the interfacial energy source due to

surface tension. Since the bubbles are assumed to be rigid, there is pI—p qE

no contribution from the right hand side. With the first two terms ~ M,_ ,+M ,_+T'|_(v; —v; )—( V) o

in Eq. (10) replaced in terms of their respective heat transfer co- ! PPy | higA

efficients and temperature differences, the phase change terms are (16)

written as The interfacial phase change term and the velocities are known.
This allows the source ternM,_, to be written in terms of the

Fy=—(T_,+I'y) M

v=I-

=—A" {H_(T|-Te+H, (T,—Tg}— r?_fE (11) Closure Models
[¢]

The underlined terms in Eq#4)—(6) are models that are rein-
Je troduced into the flow equations after physical information is lost

Fw:Wv =0+l (12) during the averaging process. These models represent phase-to-
g phase and phase-to-wall interactions. The majority of these bubbly
Momentum Jump Condition.The momentum jump condition flow models have been taken from the literature in air-water flows
is given by in tubes. These models have been adapted in high-pressure sys-
tems and applied locally. The drag was derived for the non-

Mipt My 40y 4T T =Ty, =M Gircular geometry and the lift model was presented in terms of

Eotvos number irf6]. The other models described here for the
The momentum jump condition dictates that the net force actijalysis of phase distribution and phase separation are presented
on the interfacésummation of the underlined forces in all fields PY Lahey and Drew 2] for bubbly upflows and downflows in
is balanced by surface tension effects. As a first approximatidifPeS and more complex geometry conduits.
for rigid bubbles, the right hand side is zero, and no net momen-yeat Transfer Models
tum is stored at the interface. Mass leaves a donor phase at the
velocity of the donor phase and arrives in the receptor phase withHeat Partitioning at the Wall. At the wall node, the heat input
its velocity unchanged. As with the energy treatment of pha$®m the wall and initial vapor generation are introduced into the
change, for a bubble at the wall, the region of the interface flow field. The models discussed here are based on a wall partition
contact with the wall is treated differently from the remainder oiodel developed by Kurul13] for subcooled nucleate boiling.
the interface. Since only vapor generation occurs at the wall ahfie gist of the model is that heat is apportioned to the fluid via
the wall is rigid, the velocities induced in the liquid and vapor oNarious mechanisms such as sensible heating and forced boiling.
the wall side of the bubble are different from the velocities actingll mechanisms receive heat simultaneously with the relative dis-
over the remainder of the bubble surface. The induced velocitisution being set by heat transfer coefficient models. Using the
on the wall side act primarily normal to the wall. Although arheat transfer coefficients and the saturation temperatures, a wall
axial component exists, it is assumed to be negligible comparedt@nperature is calculated so that the sum of the energy going into
the normal component. Therefore, the phase change moment@@gh heating mechanism sums to the boundary value.
terms in Eq.(5) are written as Referring to Fig. 1, the input heat generatiap,,;, is parti-
tioned as
Dy ==T_y_ —Tyu _
Qwiot™ qwlfv+ql+qu (17)
whereq,,_, is the energy that goes directly into boiling,, is
the energy transferred directly to the bubble. The last term would
be significant only in dryout situations. The energy transferred to

Lo ==T_ v —Twu, (14)

The velocities at the wall node are given as

T, Je the liquid, q, is further partitioned into two separate modes of heat
u = e " transfer, namel
o pl A" pihgA y
r ae 01=dgqI T Owl (18)
w
Y™ 5 A"~ 5 he A" (15)  where the first term is the quenching mode of heat transfer which
Pv Pullig

is the energy that heats up the cooler liquid that replaces the
Using Egs.(14) and (15), the momentum jump condition in Eq.bubble after it departs the wall or collapses. The second term is
(13) can be written as the energy transferred to the liquid outside the influence area of
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Table 1 Heat transfer coefficients in the wall-partitioning model

Model Comments
K deu\ 08/ Cp g ) _Dittus-BoeIt_er outside bubble area. K
HW':O'OZSd_,:(pI,: ') pl; in Eq. (19) is taken as 4.014]
fpkic, | Y2 Adjusted form of quenching model
Hy = ( p') : given in[14]. f is the bubble
a departure frequency given [15]

4 A 1/2
AEwY
\3dy ” py

Energy transferred from wall to
H=% vapor.F% is a fraction of the wall

iy " derneath the bubble where the
where 5, = effective thermal layer 8,d, ?readqn
¢ s totally evaporated13
F,=B,N"7d2/4 in Eq. (19); (m/4)B,/B;=1 fquid| y evaporatei3]

- (Apg AT Y ATgom| ™ Modified nucleation site density
"=m|n(7 (2374 T ) (1— T) ,N'r'nax) from [13]. Njr,, is the maximum
where ) ° bubble packing limit, 2/3%>
/ 13 TsonbiS the nucleation inception
e {282 1 0 ot Lopmenn)
\ hngIPu ki dn | m K ATsont= Tsons— Ts

the bubbles. In the subcooled boiling region, this energy acts tolnterfacial Heat Transfer. The total transfer rate is the sum of
heat the liquid adjacent to the wall. The wall temperatilifg, can the wall heat transfefwhich is zero in the interior of the domain
be determined in terms of heat transfer coefficients Afidas and the interfacial heat transfer. Expressions for heat transfer co-

given in the next equation. efficients are given in Table 2.
2
” & b n
thot:Hm( 1-KN T)A (Tw=T) Momentum Models
42 Drag Force. Most of the available correlations for drag have
+Hg KN m bA"'(TW—T|)+HVFdeA/"(TW—TV) been developed for a single bubble in an infinite medium. When
4 bubbles are confined by walls, they start elongating with a planar
4 cap in the case of a high aspect ratio geometry. The bubbles may
TN 77 bp he A" (19) look like Taylor bubbles in the narrow dimension, whereas they
g Mg may seem circular in the other two dimensions. The cell model is

valid for dispersed flows only, and for nondilute flows, the closure
needs to be done on a more phenomenological basis. In our com-
panion paper, Kumar et dl6] took a phenomenological approach

in developing a drag model given in Table 3. They measured
bubble rise velocity and bubble sizes in different groups based on
Morton number. The bubbly regimes were identified based on the
bubble shape and rise behavior. Small bubbles obey the Stokes’

The fourth term in Eq(19) is the fraction of the wall heat gen-
eration going directly into boiling.fN” is the rate at which
bubbles form and depart per unit surface area, @i, is the
heat content per unit volume. As seen in ELP) and in Table 1,
the nucleation site density\”, is an integral part of the heat
partition model.

_T_iﬁtent withlthe r:axpe(rjimﬁntal zeszult;;ou?dhin the” IEeraI[Ur@]. . veloped a drift velocity in a multiple bubble system and expressed
ese results showed that only 2—3% of the wall heat goes Intg, 4,54 force in terms of relative velocity between the phases and
boiling, 5-10% goes into single phase convective heat transf

. . . X 'He equivalent bubble diameter. The spherical bubbles grow in
andd the remaining 87-93% is associated with the quenchigge 54 hecome planar as they are constrained by the walls in the
mc_)l_he. I heat is ai in Table 1 ing that th narrow dimension. Since the three-dimensional and planar
e wall superheat Is given in Table 1, assuming that the teigy ;165 are dynamically equivalent, it is reasonable to use the
perature gradient away from the wall is linear, and that the bub ag equation given in Table 3 for planar bubbles as well, @ith

nuclei on cavities in the heated wall persists only if the lowe K : ; ; : ;
I . en as the spherical equivalent bubble diameter given in Table 4.
liquid temperature on the surface of the bubble nuclei exceeds the P q 9

vapor temperature given by the Clausius-Clapeyron relationshipLift Force. Under the influence of the trailing vortex street,
[16]. the nose of an elongated bubble confined in a narrow space will

Table 2 Interfacial heat transfer coefficients

Model Comments
_ 12/ ¢ 13 Flow around a sphere by Ranz and
Hl_y:ﬁ 2.0+0.6< M) p'_'ul Marshall[17]
dy Il ki

2k, K is taken to be large to ensure that

H, 1=K g the droplet and the bubble are

b saturated and not superheated

Journal of Heat Transfer FEBRUARY 2004, Vol. 126 / 25

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 3 Bubbly drag and lift models

Model

Comments

Vapor Drag
2

Ug
FD:CDNAPPI7 )

Drift velocity in a multiple bubble system

Derivation is given in6] for a

multiple bubble system based on

ideas developed for a single bubble

rise model.

NAp=total projected area of the
vapor phase

N=bubble number density

Uy andUyp, are rise velocities in the

viscous and distorted-inertial
regimes.n=38 (empirical from the
data of[6]). Subscriptmb indicates
multiple bubbles.

Vgi={(Uu(1—a)) "+ (Upfp) "%

9Apd? Up, is derived from an analogy that
= : exists between the propagation
Kom \ velocity of surface waves and rise
dp |42 velocity of bubbles in infinite
Kp=Kwm o media[18].
o |12
d.=2{—
[Apg]
Ky =60(1—e" 5.3><1010M0mb) :
Mo — Mo
o = a
4
A
Mo= gu 3P
po :
[ dy Ap 2017 fp, accounts for the multiple
Up=lg=——+—| : bubble effect§19].
DI=197 pi - pidp 419]
5/2 46
(l* 0() 1+ W’B

for= 5
1+ gom(l-a)®

Vapor Lift Original lift model was derived by
[20]. The lift coefficient changes
sign and is based on H6]. [5] and
[21] have also postulated the
change of sign in lift.

FL=—CLpiaugX(VXug)

0.1 Eo<3
C,=0.331-0.41JE0] 3<Eo0<9; Eo=gApdi/c
-0.075 Eo>9

move from side to side. The lift force exerted from the edges aicreases with Eo. At low Eo, the tendency of the bubble is to
different points on this large slug-like bubble is nonuniform bemove toward the wall, and at high Eo, the bubble migrates to the
cause of the bubble shape that tends to keep the slug oscillatiggnter. The functional form of the lift is the same for shear-
The spiraling motion of the bubble depending on its size is weliduced lift in small Eo and lift induced by the vortex motion
established for large size tubes. The lift force captures the inflgehind the deformed bubble in large Eo, and is given in Table 3.
ence of the liquid velocity gradient on the bubbles, thereby im-
pacting the transverse distribution of the void fraction profile. The Miscellaneous Momentum ModelsApart from the drag and
intrinsic fluctuating bubble motion can be described in terms dft forces, lubrication wall force and turbulence dispersion force
the Eotvos number, E®,6], and the magnitude of the fluctuationare two of the models that affect the transverse distribution of void

Table 4 Bubble diameter and interfacial area density models

Model Comments

Expression for nucleation inception wall
superheatATg,.p, iS given in Table 1. The
kernel,d,, is Levy’s bubble diamet€22].

Departure Bubble Sizévall nodes only
db= min[do rdo exp[_(ATsut/45ATsont)O'5}]

d,=0.03180d,, / 7,,) 2 The model is based o23].
Bulk bubble size(all nodes The void fraction dependent coefficient to
not including wall nodes Levy's model was proposed H$] based on
21.64 their bulk size measuremenis, is set to 0.8.
=) 1+ o
o—
Interfacial area density The interfacial area density for the bubble is

given for an equivalent spherical parti¢&s].
A"=6ald,
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Table 5 Miscellaneous momentum models

Model Comments
Lubrication wall force For bubbles flowing near a wall, a lateral
Ao\ pra force acts to move the bubbles toward the
M,=|Cy1+Cyp2 —) — |(uV—u,).n,(|2ny center of the channel. This wall force is
y/ldy derived from potential flow theorf24,25].
x andy are the streamwise and thickness directions Cw1,Cue=—0.1,0.12.
respectivelyn, , n, are the unit.
Turbulence dispersion The impact of this model in dispersing the
__ bubbles and affecting the inception of
Mia=~0.1pik Ve transition is significanf26].
Wall shear The wall shear formulation uses a low-of-

the-wall approach in two-phase flow, which

_ LT ~UA AR +
Tw=Tmlp; Tm= PlCu4kP «/In(Eye) has been validated 427].

E=9.0; P is the wall nodex=0.4; C,,=0.09

Turbulent viscosity The second term is due to the additional
turbulence caused by bubble agitati@8].

,u,-,—=pc|C#k|2/£|+p|CMbdbauR; C,,=0.6 This linear superposition is valid for dilute
flows.

(shear-inducet bubble-induced viscosity

fraction in the narrow space. In addition to these models, the walking the gamma densitomet@g@DS) wide beam measurements
shear and the bubble-induced turbulence viscosity are importateach non-dimensional axiatocation; (b) narrow dimension
for accurate prediction of pressure drop. These models are mogtidistribution of void fraction averaged along the width using
taken from the literature and are provided with brief descriptioSDS; (c) width dimensionz-distribution of void averaged along

in Table 5. the narrow space using GD&l) narrow dimensiory-distribution
_ point measurements of void using a hot-film anemom@4iA);
Experimental Measurements and(e) incremental pressure drop. Not all the measurements were

The test facility and instrumentation have been described @yailable for all the cases. _
detail elsewherg6,29]and only a brief description is provided  Plot(a) of Figs. 2 and 3 show that the single phase subcooled
here for completeness. A refrigerant loop and the test section ha@id enters the test section and heats up until sufficient wall
been designed to conduct fundamental two-phase flow expeﬁy_perheat is reached to initiate nucleation. The onset of nucleation
ments for model validation. The test section is designed to hal indicated by the formation of the bubbles near the heated walls.
flat sides to allow optical access and to afford simplified measurEl€ Point at which nucleation begins is strongly dependent on the
ment capability. It has a length of 1.2 m, a width of 57.2 mm angibcooled boiling models employed. Following the onset of
a thickness of 2.5 mm. The data analyzed@i are used in this nucleation, the void fraction increases in the axial direction.
paper for model validation. An instrument scanning mechanisgp-rhe lateral distribution of the vapor phase is determined by the
positions a gamma densitometer syst@®DS) along three axes: dynamic balance among the following forcés) the lift force,
the x-axis (vertical, or streamwise positignthey-axis(horizontal Which moves the vapor toward the wall or away from it depending
scans along the test section narrow dimension perpendicular to g the bubble size(b) the lubrication force which pushes the
wall), the z-axis (horizontal scans across the width of the tesf@Por away from the wall, andc) turbulent dispersion which
section). A hot-film anemometer is also used to obtain local mel@nds to distribute the void across the duct. Therefore, the void
surements of void fraction. Wall heating is provided by transpafliStribution in the narrow dimensiofy-axis) varies according to
ent Indium tin oxide conductive films coated on the quartz wall§1€ bubble size and shape, and basically determines the topology
in three strips in the width direction. The power to each of th@f the bubbly flow regime. The fluid enters the duct subcooled so
three window heater strips is independently controlled, and e{t@t when bubbles first form, they exist in the vicinity of the
periments can be performed with step power changes in the wi _ated wall \_Nhere the fluid is either superheated or se_lturated.
direction. This capability is important for the three-dimensionap'nce the fluid core is subcooled, bubbles that venture into the
validation of the numerical code, and is demonstrated by compafR'® due to turbulent dl_sper5|_on tend to collapse. As the core flm_d
son of the predictions with void measurements for two nonu jleats up to the saturation point, more and more bubbles can exist
formly heated condition§Table 6). in the core. However, if the bubbles are spherical, the lift force

The uncertainty in the various measurements is discussed in our
companion paper by Kumar et dl6]. Simultaneous measure-

ments with multiple instruments were performed to confirm data Table 6 Test conditions
trends, and cross-qualify void fraction and bubble size measure- Uniformity of
ments. The uncertainty in the void fraction was calculated to be heating in
+0.025. inlet  the width direction
flow rate pressure Net Power subcooling (maximum/
Integrated Modeling Effects Versus Experiments Case (kg/hr)  (MPa) kw (°C) average ratio)
In this section, an integrated model prediction is performed tol 266 2.4 6.03 33.2 1
test the various models as a group, and determine how they inter2 égg }-2 %g% Zg-g L ro
act and change the overall flow prediction in the duct. To this end, 532 14 5062 36 1
the goal of this analysis is to predict the local conditions, ands 266 2.4 2.964 7 1
average conditions as a subcooled single-phase flow at the inled 532 2.4 5.722 2.1 1
passes through different types of bubble motion within the bubbly? 2128 2 20.034 5.4 1
flow regime. Several representative test cagee Table 6)at 8 1064 L 2951 1 15
g p 9 318 2.4 3.382 8.3 1.5
different pressures, flow rates, inlet subcooling and non-uniformo 366 2.4 6.601 26.3 1.33
wall heating have been predicted and compared against the data
Comparisons includea) cross-section averaged void fractiong only the third window is heated
Journal of Heat Transfer FEBRUARY 2004, Vol. 126 / 27
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i / Fig. 3 Comparison plots for Case 2: 106 kg /hr; 1.4 MPa; 1.082
b e kW; 25.8°C subcooling: (&) Comparison of predicted cross sec-

oo e tion average void with GDS measurement; (b) Predicted line-
s // average void distribution in narrow dimension at different x/1

(no GDS data available ); (c¢) Comparison of predicted and local

&
\ ,

~~ Incremental Pressure Drop (Pa)

ol -7 void in narrow dimension with HFA measurement at different
Tt x/1; and (d) Comparison of predicted and measured incremen-
tal pressure. Note that solid lines and symbols represent pre-
© Acxial Distance, x// dictions and measurements, respectively. Boxed numbers rep-
resent x//.
Fig. 2 Comparison plots for Case 1: 266 kg /hr; 2.4 MPa; 6.03
kW; 33.2°C subcooling: (a) Comparison of predicted cross sec-
tion average void fraction with GDS measurement; (b) Com-
parison of predicted line-average void distribution in narrow would result in similar point and line-averaged distributions. This
dimension with GDS measurement at different  x//; and (¢) need not be the case at high power for which the bubbles would
Comparison of predicted and measured incremental pressure bridge the space between the walls.
drop. Solid lines and symbols represent predictions and mea- The cases in Figs. 4 and 5 represent higher flow and higher inlet
surements, respectively. Boxed numbers represent /1. temperature(lower inlet subcooling For these cases, the void

inception occurs earlier in the duct. The core gets quickly satu-

rated, and the bubbles grow in size and begin to span the narrow

gap. The peak in the void distribution moves from the vicinity of
tends to move them toward the wall or keep them in the vicinitthe wall to the center of the duct atl~0.4 as seen in both the
of the wall depending on the bubble size. The line-averaged vadperimental and predicted results. Ne#r~0.5, the flow devi-
predictions in Fig. tb) and the local predictions in Fig(® both ates significantly from a typical dispersed bubbly flow. Beyond
show this wall-peaked behavior. x/1=0.5, the cross-section average void and the pressure drop in

As the bubbles grow in size, surface tension forces can Ikigs. 4(a)and 4(e)are seen to be overpredicted. In general, the
longer maintain a spherical geometry; consequently, the bubbiesd distribution for Case 8Fig. 4)is well predicted by the mod-
become distorted, and the lift force reverses direction causing this, although there exists some discrepancy at the transition be-
bubbles to move towards the center of the duct. The bubble sizewseen the wall-peaked and the center-peaked profiles. For the con-
which the spherical surface begins to oscillate and become dition in Fig. 5, the pressure, the flow rate and the inlet subcooling
torted is proportional tg/a/(Apg) [30]. The proportionality con- were maintained constant, and the wall power was nearly doubled.
stant has been empirically determined and incorporated in the clihe void fraction increases and the bubbles grow via interfacial
rent lift model in terms of Eotvos number. This bubble size isvaporation and coalescence, becoming confined and planar and
therefore the critical value for which a reversal in the lift forcgrowing in the width dimension. The churn-turbulent regime sets
would be initiated. Although the transition from wall-peaked tdn earlier. Atx/1=0.71, as shown by the void profile from the hot
center-peaked profiles is well predicted by the models, the loddin anemometefFig. 5(d)), the local void fraction in the vapor
peak at the wall ax/| =0.71 in Fig. 3(c)is underpredicted. This is core is greater than 0.9 and the flow is locally annular. The vapor
probably because the departure size is not adequately modeletiébaves like a continuous phase, separated by a thin liquid film at
represent the local subcooling. the wall. The bubbly models no longer describe the dynamic be-
The line-averaged void in Pldgb) and the local void in Plotc) havior of the interface between two continuous fluids, and there-

are similar in Fig. 3, suggesting that the bubbles are unconfinfte should not be expected to predict the void profiles well.
between the walls, and, therefore, are well dispersed inyatid For the two cases discussed here in Figs. 4 and 5 near the same
z-directions. Typically, in SUVA, the minimum bubble size is, oraxial location, the point measurements of void fraction are higher
average, 0.2 mm and 0.3 mm at 2.4 MPa and 1.4 MPa, respétan the line-averages. Such a trend is reasonably well established
tively, about one-tenth the thickness of the duct. Therefore, twby the numerical results, although the predictions are flatter com-
dimensional and three-dimensional analyses at low void fractiopared to the data. This shows that at higher void fractions, the
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Fig. 4 Comparison plots for Case 3: 532 kg
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(a) Comparison of predicted cross section
y with GDS measurements;
(e) Comparison of predicted and measured

incremental pressure drop. Solid lines and symbols represent predictions and measurements respectively. Boxed numbers

represent x//.

bubbles are confined between the walls, and tend to stay awayd fractions because bubbly flows can persist up to and some-
from the edges. A two-dimensional analysis overpredicts the vdithes beyond-0.6 at high pressurd8,27]. It is shown if6] that

fraction and pressure drop further, stressing the importance thére is usually a significant increase in bubble frequency in the
conducting a three-dimensional analysis even for symmetric wadfrigerant fluid, SUVA, as the system pressure is increased with

heating.

all other flow conditions held constant. Figure 8 shows a flow

Figures 6 and 7 show the void comparisons at high-presswéndition at a mass flux several times that of the previous cases
(2.4 MPa). Predictions are fairly good for these cases even at highhsidered. At such high mass fluxes, the bubbles are smaller and
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Fig. 5 Comparison plots for Case 4: 532 kg /hr; 1.4 MPa; 5.062
kW; 3.6°C subcooling: (a) Comparison of predicted cross sec-
tion average void fraction with GDS measurements; (b) and (c¢)
Comparison of predicted line-averaged void in y with GDS
measurements; and (d) Comparison of predicted and mea-
sured local void fraction using HFA. Solid lines and symbols
represent predictions and measurement respectively. Boxed
numbers represent x//.

Journal of Heat Transfer

the flow stays bubbly at high void fractions. Once again, the line
and cross-section averaged void predictions are excellent so long
as the flow stays predominantly bubbly.

The predictions for the experimental results for complex wall
heating are shown for Cases 8 through 10 shown in Figs. 9—11.
These plots include line-averaged void fraction in the width di-
mension yielding the-profiles parallel to the walls. This type of
void measurement using the gamma densitometer carried the
highest uncertainty since the gamma beam traversed only a thin
flow passage. For this casfig. 9(e,f)), the heat flux peaked
closer to one edge in the widthwise direction. Both the narrow and
width dimension void profiles are predicted very well. Afl
~0.89 andz/w~0.7 (Fig. 9(d)), the void fraction reaches a peak
of 0.8 where the flow is locally annular. These local conditions,
for which the current bubbly models are not valid, overpredict
both the average void and pressure drop slightly. The same edge
peaked heat flux is used for Case 9 at a relatively high mass flux,
as shown in Fig. 10. Here, the stratification of void is high coin-
cident with the peak heat flux, as expected. Once again for this
case, beyona/l ~0.67, the local void is too high to be predicted
by the bubbly models. In Case 1Big. 11), the heat flux peaks at
the center. Since the inlet subcooling is quite high for this case,
the flow is bubbly almost throughout the test section, except pos-
sibly near the exit. The averaged void fraction and the pressure
drop are well predicted. Near the exit atl~0.93, the line-
averaged profile is wall-peaked in the narrow dimens(Biy.
11(c)), whereas the local profiléEig. 11(d,e)) are center-peaked.

Although only 10 cases are analyzed and shown here, a total of
71 bubbly R-134a cases were run with fixed coefficients in the
models given in Tables 1-5. Both pressure drop and cross-section
averaged void fraction were predicted within 5%. Some of the
cases known to be in the churn-turbulent or annular regime were
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Fig. 6 Comparison plots for Case 5: 266 kg  /hr; 2.4 MPa; 2.964 % o2 04 o5 o8
kW; 7.0°C subcpolmg:_ (a) 'Comparlson of predicted cross sec- Narrow Dimension; y#
tion average void fraction with GDS measurement; (b) and (c)
Comparison of predicted average void distribution in narrow ) ]
dimension with GDS measurement. Solid lines and symbols Fig. 7 Comparison plots for case 6: 532 kg  /hr; 2.4 MPa; 5.722
represent predictions and measurements respectively. Boxed kW; 2.1°C subcooling: (a) Comparison of predicted cross sec-
numbers represent  x//. tion average void fraction with GDS measurement; (b) and (c¢)

Comparison of predicted average void distribution in narrow
dimension with GDS measurement. Solid lines and symbols

. . represent predictions and measurements respectively. Boxed
excluded from this suite of 71 cases. However, several cases Witlinbers represent  x/1.

confined and elongated capped bubbles at high void fractions
were included. Some of these cases contributed to the scatter in
the local void prediction. The line-averaged void fraction was pre- S
dicted fairly well in both directions. In general, the collective sef@rrow spaces. This initial work needs to be expanded and bench-
of models has demonstrated great ability in predicting the thre@arked with data over other complex geometries. _
dimensional behavior of the high-pressure bubbly flow for a vari- The integrated model set presented herein is able to predict
ety of flow conditions and wall heat flux distributions. heated bubbly flows in high-pressure boiling systems. These mod-
els have been validated by comparing local void predictions with
experimental measurements obtained with a gamma densitometer
and a hot film anemometer. The integrated effects of these models
A set of bubbly flow models capable of predicting both thrediave also been validated by comparing cross-section averaged and
dimensional local and global two-phase flow characteristics htise-averaged void fraction, as well as cumulative pressure drop at
been developed. This approach, based on a set of ensemble avaious axial locations. A total of 10 representative cases were
aged equations, utilizes physically based closure conditionsosen from the experimental database and provided here for
adapted for high-pressure systems. Moreover, an attempt has bemmparison, encompassing a wide range of inlet flow conditions,
made to develop modeling coefficients as functions of appropriaggstem pressure and wall heating.
physical parameters such as Eotvos number, Morton number, anth each of these cases, there is overall good agreement between
Weber number. While efforts have been made to capture the twiredicted and measured void fractions for any type of wall heating
phase flow physics using mechanistic models, due to the comples-long as the flow stays in the bubbly regime locally, establishing
ity of the flow, some of the models may be considered phenoriiie validity of the overall modeling approach. However, at high
enological. This is still a major step in assembling closure modelsid fraction conditions, the bubbles scale the narrow space and
for CFD work in high pressure boiling two-phase flow througtelongate, and the vapor behaves more like a continuous phase

Summary and Conclusions
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Journal of Heat Transfer FEBRUARY 2004, Vol. 126 / 31

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(a) (b)

©

(d)

1 1 1
g —o- 08298 H —6— 0.9049
g 08 Zoe = ‘o S os Ay
s Y g0 . s 0 —8- 04151
£ = —&— 0.095102 = —&— 01702
s 2 =
& 08 A Ses Sos )
3 3 o 2 |
N /_( ) E, R 7
> 04 / Foal R D04 Poge $
) ;( 5] : x b :
& > 5 2
5 / < ¢ e <
> 02 I & 0.2 & 02r o 5 g
< : 3 £ g [~ BE
P j é\é\i-—; ¢
0 / 0 m .;.M olo—a & & S T B
0 02 04 06 08 0 02 04 06 08 0 02 04 06 08
Axial Dimension, x/7 Narrow Dimension, y/t Narrow Dimension, y/t

®

—=— 0.8298
—4— 0.5849
0.8 0.8

06 06

04 0.4

021 7

Line-Averaged Void Fraction
Line-Averaged Void Fraction

P9
=3

&

r'd

/
7

3

o

0z 04 06 08 05—
Width Dimension, z/w

0.2 04

0.6
‘Width Dimension, z/w

08

Fig. 11 Comparison plots for case 10: 366 kg
section average void with GDS measurement;

ment in y (thickness); (d) and (e) Comparison of predicted line-averaged void fraction with GDS measurements in

/hr; 2.4 MPa; 6.601 kW; 26.3°C subcooling:
(b) and (c) Comparison of predicted line-averaged void fraction with GDS measure-

Incremental Pressure Drop (kPa)

A
02

o

04 06 08
Axial Dimension, x/7

(a) Comparison of predicted cross

z (width); and

(f) Comparison of predicted and incremental pressure drop. Solid lines and symbols represent predictions and measurements

respectively. Boxed numbers represent  x//.

than a dispersed phase. The flow transitions into churn-turbulent Re
and possibly even locally annular. The void fraction and the pres- t
sure drop are overpredicted, and the current models used for the T
liquid-vapor interface are not valid. This overprediction at high
void fractions highlights the deficiencies in the two-field modeling |,
approach and the need for handling various types of interfaces
through a multi-field modeling approach which allows a continu-
ous and a dispersed field within the same pHase3(Q.
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their efforts in the numerical implementation of the models. w = width of the duct, mm
We = weber number
Nomenclature x = flow direction
A" = interfacial area density, 1/mm y = lateral or thickness direction
Ap = projected area of a single bubble? m z = width direction
Cp = drag coefficient a = volume fraction
d = diameter(bubble or droplgt mm @ = cross-section averaged volume fraction
D = tube diameter, mm 5 = liquid film thickness, mm
d, = bubble diameter corresponding to Levy's model e = turbulent kinetic energy dissipation
dn = hydraulic diameter, mm [ = mass transfer rate
E = entrainment rate , p = density, kg/m
Eo = EOI\./OS r_1umber, EegApdy /o Ap = density difference between liquid and vapor phases,
f = liquid bridge breakup frequency kg/m®
fg = bubble frequency, 1/s ATy = (T—T)), °K
f;, = interfacial friction factor sub = A s Ty , .
fop = single-phase friction factor ATgonp = nucleagon_lnceptlon wall superheat, °K
Fp = drag force per unit volume, Nfn w = dynamic viscosity, kg/m/s
G = mass flux, kg/rfs o = surface tension, N/m
h = enthalpy, kd/kg 7w = wall shear stress, MPa
H = heat transfer coefficient Subscripts
| = interfacial momentum terms o )
k = thermal conductivity or turbulent kinetic energy or f,I = liquid saturation
repeated index g = vapor saturation
L = length of the duct, m i = interface
Mo = Morton number, Mo:g,u,"Ap/p,cr?' ij = donor phase to receptor phaspg
N = bubble number density, T If = liquid film
P = pressure, MPa w = wave
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Reynolds number

thickness of the duct, mm

saturation temperature, °K

velocity vector

relative velocity between phases, m/s

single bubble rise velocity, m/s

rise velocity in the viscous subregime

rise velocity in the distorted-inertial subregime
bubble volume, m

drift velocity for a single bubble, m/s
drift velocity in a multiple-bubble system, m/s
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Effect of Ethoxylation and

Molecular Weight of Cationic

Surfactants on Nucleate Boiling
smaoznang | 1M AQuUEOUS Solutions

Raj M Manglik Saturated, nucleate pool boiling on a horizontal, cylindrical heater and the associated
' Mem. ASME bubble dynamics in aqueous solutions of cationic surfactants of different molecular
' weight and ethoxylation or ethylene oxide (EO) content, are experimentally investigated.

e-mail: Raj.Manglik@uc.edu .S Y / ’ i
Boiling curves(q,,=ATg,,) for different concentrations and photographic records of the

Thermal-Fluids and Thermal Processing salient features of the ebullient behavior are presented, along with a characterization of
Laboratory, interfacial properties (surface tension and contact angle). The surfactant additive signifi-

Department of Mechanical, cantly_ alters the n_ucleate boilin_g in water and (_enhances t_he h_eat trar!sfer. The enhance-

Industrial and Nuclear Engineering, m_e_nt increases with conce_ntratlon, with an optimum obtained in solutlons_at or near the
University of Cincinnati, critical micelle concentration (c.m.c.) of the surfactant. The photographic and visual

Cincinnati, OH 45221-0072 observations indicate a markedly different boiling behavior than that of water, as well as

between pre- and post-c.m.c. solutions. A lower molecular weight surfactant tends to
reduce surface tension faster, and show better enhancement performance than its higher
molecular weight counterpart. With EO groups in its molecular chain the surfactant
solution becomes more hydrophilic, and the higher wettability tends to suppress nucle-
ation, thereby weakening the boiling process. Also, enhancement in pre-micellar solutions
is shown to depend on the dynamic surface tension, and the number of EO groups in and
molecular weight of the surfactantiDOI: 10.1115/1.1643755

Keywords: Additives, Enhancement, Heat Transfer, Interface, Phase Change, Surface
Tension

Introduction ation process rather than the equilibrium condition is perhaps the

Nucleate boiling is an important thermal management procemore critical determinarﬁ?—S]. Furthermore, as ppinted out by

with a broad spectrum of applications because relatively sm ﬁmann and RghaQé)], it should be noted that dilute solut|on_s
f ionic and nonionic surfactants usually behave as Newtonian

temperature differences result in high *.‘?a‘ transfer rates. EXt§fids, and their viscosity is always close to that of the sofvent
sive research on numerous facets of boiling heat transfer has b ’

reported in .t.he literatur¢1]. In recent years, enhancemgnt O sSeveral studies have investigated enhanced pool boiling in
nucleate boiling heat transfer has received much attention, aégeous surfactant solutions under atmospheric condifibhs
different active and passive techniques have been _c!ocumen_te and a variety of different predictive parameters and mecha-
several review$2—4]. Among these, the use of additives, whichyisms have been proposed to describe the complex phase-change
include surfactants or_surface-actlv_e_ sub_sta_nces that S|gn|f|carﬁhécess_ The primary determinants of the general boiling problem
alter the surface tension of the boiling liquid even at very lowan essentially be classified under three broad categories: heater,
concentrations, has been the focus of some current research. filyg, and heater-fluid interfad®0]. For nucleate boiling in aque-
reviews by Wasekar and Mangli6—6] provide an extended dis- ous surfactant solutions, the associated potential mechanisms that
cussion of several issues associated with enhanced b0|I|ng h%fy be involved are depicted as a Conjugate pr0b|em in F|g 1.
transfer in surfactant solutions. Besides the effects of heater geometry, its surface characteristics
Surfactants are long-chain compounds with a molecular strugnd wall heat flux level, bulk concentration of additive, surfactant
ture made up of a hydrophilic head and a hydrophobic tail, whiathemistry (ionic nature and molecular weightdynamic surface
adsorb at the liquid-vapor interface with their polar head towardsnsion, surface wetting and nucleation cavity distribution, ma-
the aqueous solution and the hydrocarbon tail directed towards thagoni convection, surfactant adsorption and desorption, and
vapor. Based on the nature of the hydrophilic part of the molecul®aming are considered to have a significant influence
which is ionizable, polar, and polarizable, surfactants are gengs—6,19,21]. Also, the bubble dynami@aception and gestation
ally categorized as anionics, nonionics, cationics, and zwitterion» growth—departure) is found to be considerably altered with
ics. Their surface tension relaxation is a diffusion-rate dependertiuced departure diameters, increased frequencies, and decreased
process, and is typically found to depend on the type of surfagoalescencgl4,17—-19]. A direct correlation of the heat transfer
tants, its diffusion-adsorption kinetics, micellar dynamics, ethoxyvith suitable descriptive parameters for these effects, however,
lation, and bulk concentration leve[§—8|. The time scale for remains elusive because of the complex nature of the problem. In
complete surface tension relaxation tends to be smallest for lowast earlier study19], a case has been made for the dynamic
molecular weight compounds. For boiling applications with smalElaxation and surfactant molecular weight as determinants of the

surface age interface, however, the dynamic surface tension re|aucleate boiling heat transfer, which is further investigated in this
paper.

Contributed by the Heat Transfer Division for publication in th®URNAL OF
HEAT TRANSFER Manuscript received by the Heat Transfer Division June 2, 2003; The measured shear-rate and temperature dependent viscosity in this study,
revision received October 17, 2003. Associate Editor: D. B. R. Kenning. though not presented here, showed insignificant change from those for[@@ter
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Fig. 1 The conjugate problem in modeling nucleate boiling of aqueous surfactant solutions

Furthermore, the presence of the ethoxy or ethylene ci@® perature$27,28]. On the other hand, molecules of CTABnon-
group in its molecular-chain, increases the overall size of the pokthoxylated cationic cannot pack into a cone truncated by
head and makes the surfactant more hydroplji2]. This in- surfaces of high and opposite curvature as needed to direct the
creases surface Wettab”lty due to the adsorptior‘l of surfactant n]@é'sicular mesostructur&S]; instead' |ame||ar mesophases are
ecules on the solid surfa¢23]. The concomitant influence on thecommonly formed in bulk and thin-film samples.
active nucleation site density and dynamic contact angle shouldrpis naner investigates the dependence of saturated nucleate
therefore be taken into consideration in nucleate boiling of aqugs . 1) iling heat transfer of aqueous cationic surfactant solutions
ous surfactant solutions. Wang and DHi#t] have systematically S : . L
studied the effect of pure liquid wettability on the active nucle®" the additives’ ethoxylation and m_olecular welgh_t. Four cathnlc
ation site density in pool boiling. They correlated their data fopurfactants, —namely,  dodecyltrimethylammonium chloride
active site density as a function of the wall superheat and cont4&TAC), ~ cetyltrimethyl-ammonium  bromide (CTAB),
angle, and pointed out that the fraction of the nucleated cavitiggylmethylbis[2-hydroxyethyammonium chloride (Ethoquad
decreases as the wettability of the surface improves. Similarly, @12 PG), and octadecylmethyb-polyoxyethylenammonium
reviewed by Kenning25], increased surface wettability results irchloride (Ethoquad 18/25), were employed. They have different
fewer nucleation sites that produce larger bubbles at lower freolecular weights and number of EO groups, and their chemical
quencies. The presence of EO group in surfactants also changesposition and relevant physico-chemical properties are listed in
the critical packing parameté€PPF, which is a key determinant Taple 1. Both the dynamic and equilibrium surface tension of their
of their micellar structure and critical micelle concentratioRqueous solutions of varying concentratio@s>(0— >c.m.c.) as
(c.m.c. in their aqueous solutiorj@6,27]. The micelle formation el as their contact angle variations are recorded, to characterize

in highly ethoxylated surfactants consistently yields vesicular Mg yapor-liquid and solid-liquid interfacial behaviors. Pool boil-

sophases, which results in a reduction in c.m.c. at elevated tein' curves for the incipience to fully developed nucleate boiling

—_— regimes are presented, along with a photographic documentation
of the bubbling activity. Also, the influences of the additive chem-
2CPP is the ratio between the cross-sectional area of the hydrocarbon tail part pg#y (ethoxylation and molecular weightpre- and post-micellar
that of the polar head group of the surfactant molecule. bulk concentration, wall heat flux, and dynamic surface tension

31t is the concentration at which micellésolloid-sized clusters or aggregates of . o
monomerstart to form. relaxation are highlighted.

Table 1 Physico-chemical properties of cationic surfactants

DTAC CTAB Ethoguad O/12 PG Ethoquad 18/25
Surfactant  (Dodecyltrimethylammonium(Cetyltrimethylammonium (Oleylmethylbi$2-hydroxyethy] (Octadecylmethyll5-polyoxyethyleng
(Chemical Namg chloride) bromide) ammonium chloride ammonium chloride
Chemical formula GH,CIN CyiHBIN RN(CH3)/(CH2CH20H)2CI,  RN(+)(CH3)[(CH2CH20)mH][(CH2
R=oleyl CH20)nH]CI(—), R=C18H37
lonic nature Cationic Cationic Cationic Cationic
EO group 0 2 5
Appearance White powder White powder Yellow viscous liquid Yellow viscous liquid
Molecular weight 263.9 364.5 403 994
Manufacturer Sigma-Aldrich Sigma-Aldrich AkzoNobel AkzoNobel
Purity =99% ~99% =99% =99%
Melting point >246°C >230°C - -
Solubility (20°C) 50 mg/mL 10% (w/v) >25% (w/v) -
Specific Gravity - - 0.986(25°C) 1.058(25°C)
Viscosity (cpf = - - - 1750(23°C), 110 (90°C)
(pure liquid)
Surface Tension - - 40.3(0.1%), 40.7(1.0%) 50 (0.4%)

(mN/m) (25°C)

3Ethoxy or ethylene oxide group
bBrookfield viscometer
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4
Leads f Cooli = _(q"
Leags o ooing [7_ Condenser Tw .21 [T — (quro/K)IN(ro/r)] / 4] )
heater and )
thermocouple ATW= (Tw_ Tsaa (3)
= = To circulating bath The maximum experimental uncertaintiesqgjfy andAT,,, based
Leads for on a propagation of error analydi29], were 1.44% and 0.5%

Thermocouples  ragnactively. Details of the experimental procedure, uncertainty
analysis, and the extended validation of test measurements with

Cylindrical . X ;
| bt boiling data for water are given if6].
nner

tank Test fluid pool

Surface Tension and Contact Angle Measurement

Outer 2”.1'"&? Surface tension measurements were made by the maximum
tank L — bubble pressure method using a twin orifice computerized surface
for pool tensiomete¥SensaDyne QC6000, CSC Scientific Compamyry
temperature air at 3.4 bar is slowly bubbled through a parallel set of small and
@ large glass orifice probes of 0.5 and 4.0 mm diameter, respec-

SECTION A-A tively, which are immersed in the test fluid pool in a small beaker
to produce a differential pressure signal proportional to the fluid
surface tension. The temperature of the test fluid is measured us-
ing a well-calibrated thermistdr+0.1°C precision, 0—150°Cat-
tached to the orifice probes. The aqueous solution container is
immersed in a constant temperature bath in order to control and
maintain its desired temperature. The time interval between the
= newly formed interface and the point of bubble break-off is re-
(b) ferred to as “surface age,” and it gives the measure of bubble
growth time that corresponds to the dynamic surface tension value
Fig. 2 Schematic of experimental facility: ~ (a) pool boiling ap- at a given operating bubble frequency. Thus, by altering the air-
paratus; and (b) cross-sectional view of cylindrical heater as- bubble frequencies through the probes, both static or equilibrium
sembly. and dynamic surface tension can be measured. Detailed descrip-
tions of the solution preparation, instrument calibration, and vali-
dation procedures, along with measurement uncertainties can be
Pool Boling Experiment Setup found in[7,10,30]. 'I_'he maximum uncertainties in the measure-
) - ~ment of concentration, temperature, and surface tension were
The experimental setup used for the pool boiling studies fgund to be+0.4% for powder form additivest 5% for additives
shown schematically in Fig.(2). The inner glass tank, which in liquid form, and+0.5% and=0.7%, respectively. The liquid-
contains the surfactant solution pool and the cylindrical heater,dslid contact angle was measured by the sessile drop method,
encased in an outer glass tank that has circulating mineral oil fgéing a Kernco GI Contact Angle Meter/Wettability Analyzer. The
from a constant-temperature recirculating batbt shown in fig- measurement uncertainty in this case is estimated to be a max of
ure) to maintain the test pool at its saturation temperature. A1 .4%.
water-cooled reflux condenser, along with a second coiled-tube
water-cooled condenser, helps condense the generated vaporsﬂd . .
maintain an atmospheric-pressure pool. A pressure (age€025 otographic Observations
bar precisionjs mounted on top of the boiling vessel to monitor The growth of nucleating vapor bubbles and their motion near
the pressure in the pool throughout the experiments. The heatihg cylindrical heater surface were recorded by a PULNiX TMC-7
test section(shown in Fig. 2(b))consists of a horizontal, gold high-speed color CCD camera with shutter speeds of up to 0.1
plated, hollow copper cylinder of 22.2 mm outer diameter; thaicro-second. The CCD camera is interfaced with a PC through a
0.0127 mm thick gold plating mitigates any surface degradati®f. ASHBUS MV Pro image capture kit that has high-spée®&00
and oxidation from chemicals in the test fluids. A 240 V, 1500 Vitames/s) PCl-based bus-mastering capabiliti€gsp to 132
cartridge heater, with insulated lead wires, is press-fitted in tigbytes/s). It delivers consecutive frames of video in real time into
hollow cylinder with conductive grease to fill any remaining aithe system memory while keeping the CPU free to operate on
gaps and provide good heat transfer to the inside of the tube. Tdteer applications. Furthermore a FUJI 12.5-75 mm micro lens
cartridge heater is centrally located inside the copper tube, and th&s used on the CCD camera to facilitate high quality close-up
gaps at each end are filled with silicone rubber to prevent waistiotography.
contact.
The heater-wall and pool-bulk temperature measurements Wﬁe | d Di .
recorded using copper-constantan precisigr0.5°C) thermo- esults an IScussion
couples, interfaced with a computerized data acquisition systemThe variations with concentration of both the equilibrium and
with an in-built ice junction and calibration curve. A variac-dynamic surface tension values of the four cationic surfactant so-
controlled AC power supply, a current shuf@.15 ) with 1% lutions at 23°C are graphed in Fig. 3. While dynamiqrepre-
accuracy), and two high-precision digital multimetéier current  sented by a typical surface age of 50)rizsalways larger than the
and voltage measuremenfsrovided the controls and measurecorresponding equilibrium valuesurface age 17-59 s), both are
ments of the input electric power. At each incremental value sken to decrease with increasing surfactant concentration to as-
power input or heat load, the dissipated wall heat fi{jxand the ymptotically attain a constant value beyond the critical micelle
wall superheatAT,, were computed from the measured values gfoncentratior(c.m.c.). The c.m.c. for the four surfactants at 23°C
V, 1, the four wall thermocouple readingd(;), and saturation (obtained from the asymptotic intersection point of the equilib-

temperature of the pool from the following set of equations: ~ rium adsorption isotherare ~6000 wppm for DTAC,~400
wppm for CTAB, ~600 wppm for Ethoquad O/12 PG, ard300

dw=(VI/A) (1) wppm for Ethoquad 18/25. For aqueous CTAB solutions, ¢he

222
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Fig. 5 Dynamic surface tension relaxation for aqueous solu-

Fig. 3 Equilibrium and dynamic surface tension measure- tions of CTAB and Ethoquad 18 /28 at room temperature (23°C)

ments for aqueous surfactant solutions at 23°C

80°C are atypical of the additive adsorption-desorption kinetics

—C data compare quite well with the Razafindralambo efal] ~during atmospheric pressure boiling of aqueous surfactant
results at 20°C, and so does the c.m.c. with the 392.5 wppm vafiutions. The equilibriumo at c.m.c., on the other hand, repre-
at 25°C reported by Holmberg et 4R7]. sents the maximum p055|blg §urface tension reduction for the S0-

The dynamic and equilibriunr values for the different surfac- lutions at 8(_)°C. In general, it is observed that the process of mi-
tant solutions at an increased bulk temperature of 80°C are pf&lle formation takes place over a range of concentrafi2832],
sented in Fig. 4. The dynamic measurements are, once again, f&"§ in the present measurements, they are found te-4&00
bubble surface age of 50 ms, which is representative of bubBPPm for DTAC, ~500 wppm for CTAB,~850 wppm for Etho-
frequencies typically encountered in nucleate boiling of watefuad O/12 PG, and-500 wppm for Ethoquad 18/25.
The surfactant adsorption at the bubble vapor-liquid interface is aThe results in Fig. 4, when compared with the respective values
time-dependent process that gives rise to the dynamic surface @®h23°C in Fig. 3, indicate overall reductions énat the higher
sion behavior; this, however, eventually reduces to the equiliizmperaturg80°C), which are due to increased surfactant diffu-
rium condition after a long time peridd@—8, 30]. The variation of SiVity with increased temperaturg26—27]. These reductions,
o with surface age in Fig. 5 clearly illustrates this. Also, a lowehowever, are not uniform over both the dynamic and equilibrium
molecular weight surfactant diffuses faster than its higher molecgenditions. The degree of variation depends on the surfactant
lar weight counterpart, and this is seen in the fasteglaxation of 1OniC nature and molecular structure among some other factors
CTAB in comparison with that for Ethoquad 18/25 in Fig. 5. Thé/,26—27,30], and it reflects completely different adsorption-
presence of EO groups in Ethoquad 18/25 makes its polar heffusion kinetics at elevated temperature during short and long
more bulky and lowers its mobility. A similar trend is obtained atransients. Another salient feature is that surfactants with EO

elevated temperatufg0]. As such, the dynamio isotherms at 9roups in the_ir hydrocarbon chain show larger reductionsgrin
with increasing temperaturgEthoquads versus DTAC and

CTAB). The surfactant’'s molecular-chain geometry and packing
65 N —— e — essentially determine the aggregate/micelle structure, and it is
L i well known[27]that the polyoxyethylene chain compresses as the
temperature increases. This leads to an increased (GfRal
packing parametg¢walue, which lowers the c.m.c. as well as the
surface tensiof27]. The temperature effect on c.m.c. is even
stronger for surfactants with larger number of EO groups, as the
polar head size increases with increasing number of ethylene ox-
ide units, and because they tend to form vesicle micelles instead
of spherical or lamellar micellg®8], thereby exhibiting a totally

60
55

50

E different temperature dependenicg30,33]. However, the—T
z . variation generally tends to be linear for a surfactant at a given
v [ concentratiorf 10].
[ The pool boiling data for different concentration aqueous solu-
qor V2 2 tion of CTAB and Ethoquad 18/25, typically representative of the
[ LN e ] four cationics, are presented in Figs. 6 and 7, respectively. While
35 ] CTAB is a higher molecular weight cationic surfactant, Ethoquad
r Dynamic (50 ms) Equiibrium ] 18/25 has an even higher molecular weight but with a relatively
[ —0— DTAC —-— ] high ethoxylation of 15 EO group§able 1). The impact of their
30 - —o— CTAB - 7 different chemistry is clearly seen in the respective nucleate boil-
—_— Ethoquad 0/12 * h . 7 . . .
— o Ethoquad 18/25 —4— ] ing curves for their agueous solutions. All data graphed in Figs. 6
o S N N L] and 7 are for decreasing heat flux unless indicated otherwise.
10° 10" 102 10° 10° The data for CTAB(Fig. 6) show considerable heat transfer
C {wppm)

. o . . “While 80°C is the upper limit for QC-6000 surface tensiometer, the surface
Fig. 4 Equilibrium and dynamic surface tension measure- tension data at real boiling temperature can be obtained by extrapolation of surface
ments for aqueous surfactant solutions at 80°C tension data with temperature, which typically has a linear relatior{di@ip
Journal of Heat Transfer FEBRUARY 2004, Vol. 126 / 37
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Fig. 6 Nucleate pool boiling data for aqueous solutions of

CTAB

enhancement with increasing concentration, as represented by
characteristic leftward shift in the boiling curve relative to that fOEn

Fig. 8 Variation of the relative heat transfer performance of
aqueous cationic surfactant solutions with heat flux and addi-
tive concentration (decreasing gy,

hL'Elncement is seen to be obtained with 400—500 wppm solutions
€.m.c. for CTAB at 80°C. But with C>c.m.c., the enhance-
ent decreases and the heat transfer even deteriorates below that

ate boiling(ONB) (observed visually with onset of bubbling ac-paticylarly at low heat fluxes. A similar dependence@mwith a
tivity): for C=400 wppm, ONB was seen &f,=8.5 kW/nf or gifferent cationic surfactantHabon G,M =500) is seen in the
AT,=3.7K, as compared to that for distilled water a}, Hetsroni et al[18]data, as well as those for anionic and nonionic
=12.83 kW/nt or AT, =5.13 K. The optimum heat transfer en-surfactant solutions reported in other studi&§,17,19].

The boiling curves for aqueous Ethoquad 18/25 solutions in
Fig. 7 display a somewhat different behavior, with considerably
less enhancement. In fact significant enhancement is seen only at
higher heat fluxes, and, once again, the peak performance is with
C~c.m.c. (—~500 wppm). With higher concentrationsC(

103 T T L | T
200 wppm

T T T

500 wppm
700 wppm
1500 wppm
3000 wppm

Ethoquad 18/25

>c.m.c.), there is a rightward shift in the boiling curve, and sub-
stantially lower heat transfer coefficients than those for distilled
water are obtained whe@=3000 wppm. This is also accompa-

5000 wppm, g, g
5000 wppm, ',

- Distilled Water
T,,,=100°C

sat

® O D <¢ » X O

nied with delayed incipience and thermal hysteresis or tempera-
ture overshoot, as seen in the increasing and decreagjng
—AT,, data for 5000 wppm solution; such hysteresis was not seen
in lower (C<c.m.c.) concentration solutions. This boiling behav-
ior is akin to that normally observed in highly wetting liquids
] [1,25,34].

107

(kW/m?)

w

The effects of heat flux and surfactant concentration on the
nucleate boiling heat transfer are further highlighted in Fig. 8,
§ where the relative increase in the heat transfer coefficient from
. that of water for all four cationic surfactants are graphed. Besides
] depicting the improved heat transfer in solutions withk<©
<c.m.c., it clearly shows the decrease in the enhancement in high
. concentration C>c.m.c.) solutions. In fact, at low heat fluxes
there is even a degradation in heat transfer compared to that for
water in all surfactant solutions except in those with DTAC. With
| a maximum enhancement of 63% in 4000 wppm aqueous DTAC
solution, the performance is seen to be dependent upon the wall
heat flux, concentration, and surfactant molecular weight and EO
group content. The enhancement is significantly greater in aque-
ous solutions of DTAC and CTABnon-ethoxylated cationi¢®as
compared to that in Ethoquad O/12 PG and Ethoquad 18/25
(ethoxylated cationigs solutions. As pointed out previously
[7,19], the process of micelle formation and the molecular dynam-

"

q

10' [

1 00 4
AT, ®

Fig. 7 Nucleate pool boiling data for aqueous solutions of
Ethoquad 18/25
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The enhanced boiling performance can be related to the ebul-
Fig. 9 Surface wettability characteristics ~ [10]: (a) measured  lient characteristics, and typical photographic records are pre-
contact angle for aqueous CTAB and Ethoquad 18 /25 solutions;  sented in Fig. 11. They represent the boiling behavior in water,

and (b) corresponding surfactant adsorption surface state. and CTAB and Ethoquad 18/25 solutiofison-ethoxylated and
ethoxylated surfactants, with number of EO groaj@s and 15,
respectively)of three different concentration<C(C. ,,.=0.5, 1,

ics in a concentration sublayer at the vapor-liquid interface chaind 2)at two different heat flux levelsg(),= 20, and 50 kW/rf).

acterizes the resultant optimum heat transfer enhancement in gdfcomparison to that in water, boiling in CTAB solutions is more

factant solutions withC~c.m.c.. The presence of EO group invigorous and is characterized by clusters of smaller-sized, more
their hydrocarbon chaifethoxylationjalters the solution’s surface regularly shaped bubbles that originate at the underside of the
wettability[22—-23, and this is clearly seen from the contact angleylindrical heater. These bubbles then slide along the heater sur-
measurementsl0]for CTAB and Ethoquad 18/25 graphed in Figface at departure, thereby knocking off much smaller bubbles
9(a). The later has significantly lower contact angles with increagrowing on the top surface of the heater. This process was ob-
ing C, particularly wherC=c.m.c.. This is a direct consequenceserved to increase with heat flux and the consequent higher bubble
of the surfactant chemistry and its physisorption dynami8, departure frequency. Also, because of the considerable reduction
and the altered surface wettability probably accounts for the bojk - for CTAB solutions, much smaller-sized bubbles are nucle-
ing deterioration in Ethoquad O/12 PG and Ethoquad 18/25 solgted in a cluster of active nucleation sites, especially at lower heat
tions atC>c.m.c. concentrations. fluxes. They have a significantly higher bubble departure fre-
Figure 10 provides further insights on the role of surfactarfuency, with virtually no coalescence of either the neighboring or
ethoxylation, molecular weight, and dynamic surface tension gfiding bubbles that come in contact with others around the heat-

their solutions on the heat transfer enhancement. The normalizgt periphery wherC<c.m.c. However, whei€=c.m.c., some

pool boiling heat transfer coefficient data for DTA@O00 foaming patches begin to occur, the liquid only coverage of the
wppm), CTAB (400 wppm), Ethoquad O/12 RE00 wppm), and heater surface increases, and slightly larger bubbles are formed,
Ethoquad 18/25700 wppm)solutions are graphed. While theirall of which indicate a surface wetting condition change. A foam
respective concentration is different, the dynamic surface tensimer, whose thickness increases with heat flux, is also seen to

value (nominally representative of nucleate boiling bubble freform at the free surface of the pool. This boiling history is very

quencies)of their aqueous solutions at 80°C is the safmet7 similar to that also seen in anionic and nonionic surfactant solu-

mN/m)in each case. In the measured range of heat fluxes, the hggis[17,36].

transfer enhancement is seen to be in the order of DTACBoiling in Ethoquad 18/25, on the other hand, shows much
>CTAB> Ethoquad O/12 PGEthoquad 18/25, which is in the smaller-sized bubbles in pre-c.m.c. solutions, and considerably
reverse order of their respective molecular weights and numberfefver and larger-sized bubbles are formed with increasing concen-
EO groups. It also shows a boiling deterioration at low heat fluxations(Fig. 11). This presents a contrastingly different behavior
(a},<50 kw/n?) for Ethoquad 18/25. Within the typical time from not only that of water but also that of CTAB, and is perhaps
transients for bubble growth in nucleate boiling of surfactant salue to the surfactant’s high degree of ethoxylation. The presence
lutions, the faster diffusion of lower molecular weight surfactantsf large number of EO groups in their hydrocarbon chains totally
leads to a larger number of surfactant molecules approaching tfenges the surface wettability at the solid-water interface. This is
growing bubble interface. They, therefore, reduce the surface teyuite evident from the measured contact angle data presented in

sion faster and increase the bubble growth and departure frequEig-. 9.

cies to yield better heat transfer performance. Also, in this dy- The observed ebullience and boiling data cannot be explained
namic ebullient and additive adsorption process, a measure of thethe reduced dynamic surface tension alone. If this were so,

dynamic surface tension is perhaps the more appropriate scalihgn smallest-sized bubbles would be see@#ac.m.c. solutions,

property instead of the equilibrium value. where the surface tension reaches the lowest possible value. In-
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Fig. 11 Ebullient behavior in nucleate boiling of distilled water, and aqueous CTAB and Ethoquad 18 /25 solutions of different

concentrations  (C/C ,, .=0.5, 1, and 2) at g, =20 kW/m? and 50 kW/m 2

stead, because of the adsorption of surfactants and their differadtitive-chemistry based factors and the interfacial adsorption-
orientations in the adsorption layé&fig. 9(b)), the heater surface desorption kinetics. These include the dynamieduction of the
wettability increases with increasing concentration. Fewer bubblsslution, micellar structure of the surfactant, its degree of ethoxy-
are thus nucleated that have relatively larger departure diametdaiion (which influences both surface tension and wettability or
As pointed out by Fuerstend35], the adsorption isotherm andcontact angle), and its molecular weight and ionic natwiich
corresponding surface state can be divided into four regimes thafluence coverage, inter-molecular repulsion or lack thereof at the
are associated with the aggregation mode of adsorbed ions atheor-liquid and solid-liquid interfaces, and relaxation time).
solid-water interface(1) at low concentrations, surfactant adsorpThe salient features that describe the heat transfer performance
tion takes place as individual iohg2) there is a sharp increase incan be summarized as follows:

the adsorption density due to self-association of adsorbed surfac- . .
tant ions and the formation of hemimicelle®) the surfactant 1 The heat transfer in saturated nucleate boiling of agueous
ions adsorb as reverse hemimicelles, with their polar heads ori- cationic surfactant solutions is enhanced con&derably, and it
ented both toward the surface and liquid, and the surface becomes generally increases witty, and additive concentration up to
increasingly hydrophilic; and4) as the c.m.c. is approached, the a C=c.m.c. Depending o€ andq;,, the heat transfer co-
adsorption becomes independent of the bulk concentration in so- efficient is found to increase by as much as 63% over that
lution, and the surfactant molecules form a bilayer on the surface for pure water for DTAC(a low molecular weight cationjc

to make it strongly hydrophilic. The measured contact angle data  solutions. WithC>c.m.c., the enhancement decreases and
in Fig. 9(a)correlate well with this characterization schematically  the heat transfer can even deteriorate below that for water
illustrated in Fig. 9b). The reason that Ethoquad 18/28 shows depending upony, and the surfactant chemistry. High con-
more hydrophilic behavior that CTAB at lower concentrations is  centration solutions of the ethoxylated cationic Ethoquad
because of its bulky polar head that occupies larger portion of the 18/25(15 EO groups), for example, show considerable heat
heater surface, and the variation in ebullience at the heater surface transfer deterioration as well as incipience thermal hysteresis

(Fig. 11)also reflects this wettability change. that is typically found in highly wetting fluids.
) 2. The boiling process in non-ethoxylated surfactant solutions
Conclusions was observed to be characterized by an early incipience of

regularly shaped smaller-sized bubbles, with a reduced ten-
dency for coalescence and relatively higher bubble departure
frequencies. The presence of EO groups in the molecular
chain of the surfactant, which changes the surface wettabil-
ity and alters the active nucleation site density and their
SAdsorption takes place with polar heads of the surfactant ions oriented toward distribution, tends to promote the inception of smaller-

the surface that yields a hydrophobic surface with most surfactants except for high diameter bUbeeS. in pre‘mice.”ar Conclentrations gnd sup-
molecular weight ones, whose bulky polar head would occupy a larger surface area.  press the nucleation process in post-micellar solutions. The

With the addition of small amounts of cationic surfactants, the
saturated pool boiling behavior of water is altered significantly, In
general, besides the heat fl(nr wall superheatlevels, the rela-
tive extent of enhancement is seen to be governed by several
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different boiling mechanisms between non-ethoxylated and Transfer in Nucleate Pool Boiling of Aqueous Surfactant and Polymeric Solu-
ethoxylated surfactants can essentially be related to the dif-6 Wns’kj' E\r;h:/lnced :e'\;lt Tr?Esfg, Kﬂp. 123(,)50—115& ate Pool Baiin Heat
ferent physisorption of surfactant molecules at solid-water[®) Wasekar, V. M., and Mangiik, R. M., 2001, "Nucleate Pool Boiling Hea
interface. which is reflected in the surface wettability varia- Transfer in Aqueous Surfactant Solutions,” Thermal-Fluids & Thermal Pro-
Itn ! f i f factant trati Yy cessing Laboratory Report No. TFTPL-4, University of Cincinnati, Cincinnati,
10NsS as a function of surfactant concentration. OH.

3. Except for their surface tension, aqueous cationic surfactantz] Manglik, R. M., Wasekar, V. M., and Zhang, J., 2001, “Dynamic and Equilib-
solutions do not exhibit any significant change in the sol-  rium Surface Tension of Aqueous Surfactant and Polymeric Solutions,” Exp.
vent’s thermo-physical properties. Both the equilibrium and  Therm. Fluid Sci.25, pp. 55-64. ) ) )
dynamic o, as well as c.m.c. are temperature dependent,[8] lliev, '_I'z. H., an_d Dushkin, C. D 1992, “Dynamic Surface Tension oflMlceIIar
where the degree of variation depends on the ethoxylation Solutions Studied by the Maximum Bubble Pressure Method,” Colloid Polym.

. . ' Sci., 270, pp. 370-376.
molecular paCk'“Q' and mlcel,lar structure of the Surfa,(,:tan,t' [9] Hoffmann, H., and Rehage, H., 1986, “Rheology of Surfactant Solutions,” in

4. Because of the_h|gh|y dynamic nature of mfdeate boiling IN" " surfactant Solutions-New Methods of InvestigatiBn Zana, ed.22, Marcel
_surfactant solutions, th'e measure of dynamic surface tension pekker, New York, pp. 209-239.
is seen to be an effective scaling property for the heat tran$:0] Manglik, R. M., Bahl, M., Vishnubhatla, S., and Zhang J., 2003, “Interfacial
fer data. The faster diffusion of lower molecular weight sur- anq Rheological Characteriz_ation of Aqueous Surfactant Solutions,"‘ Thermal—
factants tends to reduce the surface tension faster in a short Fluids and Thermal Processing Laboratory Report No. TFTPL-9, University of

ri f tim which is refl in th rh ransf Cincinnati, Cincinnati, OH.
period of time, C S e ected the better heat trans eEll] Morgan, A. ., Bromley, L. A., and Wilke, C. R., 1949, “Effect of Surface
performance of their solutions.

. . . . . Tension on Heat Transfer in Boiling,” Ind. Eng. Cheml, pp. 2767-2769.
5. Besides the dynamic surface tension relaxation, the additivg;] jontz, p. D., and Myers, J. E., 1960, “The Effect of Dynamic Surface Tension

physico-chemical properties, which alter the surface wetting — on Nucleate Boiling Coefficients,” AIChE J&(1), pp. 34—38.
of aqueous solutions due to the interfacial physisorption ofi3] Tzan, Y. L., and Yang, Y. M., 1990, “Experimental Study of Surfactant Effects
surfactant molecules, are shown to be critical parameters in _on Pool Boiling Heat Transfer,” ASME J. Heat Transféd,2, pp. 207-212.

predicting their enhanced nucleate pool boiling heat transfdf4] Wu, W.-T., Yang, Y.-M., and Maa, J-R., 1995, “Enhancement of Nucleate
performance Boiling Heat Transfer and Depression of Surface Tension by Surfactant Addi-

tives,” ASME J. Heat Transfer]17, pp. 526—-529.
[15] Ammerman, C. N., and You, S. M., 1996, “Determination of Boiling Enhance-
Acknowledgments ment Mechanism Caused by Surfactant Addition to Water,” ASME J. Heat
. . . . Transfer,118 pp. 429-435.
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[19] Wasekar, V. M., and Manglik, R. M., 2002, “The Influence of Additive Mo-

— 2
A = heater surface area:(27-rr0L) [m ] lecular Weight and lonic Nature on the Pool Boiling Performance of Aqueous

= Concentranor[prm] Surfactant Solutions,” Int. J. Heat Mass Trans#5, pp. 483—493.

h = boiling heat transfer COEﬁiCiemkW/mzK] [20] Nelson, R. A., Kenning, D. B. R., and Shoji, M., 1996, “Nonlinear Dynamics

| = current[A] in Boiling Phenomena,” Japan Heat Transfer Society Jour8a(136), pp.
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L = Iength of heated cyIinde[rm] [21] Wasekar, V. M., and Manglik, R. M., 2003, “Short-Time-Transient Surfactant
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The Effect of Support Grid
Features on Local, Single-Phase
varyv.oouay | 11€QL Transter Measurements
Heather L. McClusky In ROd Blln("&S

Donald E. BE&S'EV Locally averaged heat transfer measurements in a rod bundle downstream of support
Fellow, ASME grids with and without flow-enhancing features are investigated for Reynolds numbers of
28,000 and 42,000. Support grids with disk blockage flow-enhancing features and support
Department of Mechanical Engineering, grids with split-vane pair flow enhancing features are examined. Grid pressure loss co-
Clemson University, efficients and feature loss coefficients are determined based on pressure drop measure-
Clemson, SC 29634 ments for each support grid design. Results indicate the greatest heat transfer enhance-

ment downstream of the support grid designs with disk blockages. In addition, the local
heat transfer measurements downstream of the split-vane pair grid designs indicate a

Michael E. Conner region of decreased heat transfer below that of the hydrodynamically fully developed
Westinghouse Nuclear Fuel, value. This decreased region of heat transfer is more pronounced for the lower Reynolds
5801 Bluff Road, number case. A correlation for the local Nusselt numbers downstream of the standard

Columbia, SC 29250 support grid designs is developed based on the blockage of the support grid. In addition,

a correlation for the local Nusselt numbers downstream of support grids with flow-
enhancing features is developed based on the blockage ratio of the grid straps and the
normalized feature loss coefficients of the support grid designs. The correlations demon-
strate the tradeoff between initial heat transfer enhancement downstream of the support
grid and the pressure drop created by the support grj{@OI: 10.1115/1.1643091

Keywords: Bundles, Enhancement, Forced Convection, Heat Transfer, Swirling

Introduction A standard support grid design is shown in Figa)2 “Stan-

. . dard” support grid designs, also called honeycomb or eggcrate
The (;ore Olf a pfreslsurléed W‘"’!E.er rea’;lcéor 'S consttruc;;[jed fFrom ds in other investigations, consist only of the grid straps with

array of nuciear fuel rods positioned by Support gras. Forcegy support features to position and hold the rods in place. Rehme

convection to water flowing primarily parallel to the rods is use includes illustrations of different standard support grid de-
to transport the thermal energy from the surfaces of the rods to gq‘éns’ including details of the rod support features. In a standard

bulk fluid. Figure 1 s_hows a laboratory scale_ rod bundle_ conS|st|_ pport grid, the local heat transfer coefficients within and just
of a 55 array of simulated fuel rods. Typical operating condigownstream of the grid are increased due to increased flow veloc-
tions for pressurized water reactors are predominantly in the ang turbulence caused by the flow blockage of the grids as well
single-phase flow regime. Thus, single-phase heat transfer is gpy the destruction and redevelopment of boundary layers. The
important consideration in the evaluation of any rod bundle dgiandard support grid design is used as a baseline design and
sign. Flow-enhancing features can be implemented into the deSfQﬂ\/-enhancing features may be attached to such a base strap de-
of the support grid to alter the hydrodynamics in the rod bundle #gn. The flow-enhancing features may improve the hydrodynamic
an effort to improve the heat transfer characteristics of the regharacteristics and heat transfer performance of the rod bundle by
bundle. The present study measures the local, single-phase he@teasing flow blockage, improving mixing in the rod bundle,
transfer coefficients for different support grid designs iK% and/or creating swirling flow in rod bundle subchannels. One type
laboratory scale rod bundles. In addition, the pressure drop me#flow-enhancing feature is disk blockages attached to the down-
surements for rod bundles with different support grid designs aseeam edge of the support grid. Figuréb)2and (c) are support
obtained. Correlations for local heat transfer downstream of baoghid designs that have disk blockage features. A commonly used
standard support grid designs and support grids with flovilow-enhancing feature is split-vane pairs attached to the down-
enhancing features are developed. stream edge of the support grid and arranged at an angle of ap-
Support grids are used in nuclear rod bundles to precisely pgroximately 30 deg relative to the axial flow in alternating up/
sition and support the fuel rods. Examples of different suppodown and left/right vane configurations, as shown in Figl)2
grid designs are shown in Fig. 2. Rod support features formed otite split-vane pairs increase the lateral mixing between subchan-
of the gr|d strap are used to position and hold the rods onrﬁls and can create swirling flow in the rod bundle subchannels. A
constant pitch. The presence of the support grids increases $h@channel is the flow area between four adjacent rods in a square
pressure drop of the rod bundle assembly. However, the suppdfiay. Figure 3 illustrates a typical subchannel of a rod bundle
grids also enhance the heat transfer performance of the rod burffigtaining a split-vane pair. _
by increasing the local heat transfer coefficients. The design of theS€veral previous investigations have focused on the fluid dy-
support grid must be optimized based on the pressure drop drnics of swirling flow created downstream of a support grid with
heat transfer enhancement it provides. split-vane pairs. nge{Q] and Yang and _Chun@] experimentally
investigated velocity and turbulence intensity downstream of a
Contributed by the Heat Transfer Division for publication in tf@BNAL OF split-vane pair grid design using laser Doppler velocimetry. Yang

HEAT TRANSFER Manuscript received by the Heat Transfer Division December 222Nd Chung[3] reported axial turbulence intensities of approxi-
2002; revision received October 3, 2003. Associate Editor: K. S. Ball. mately 15% downstream of a split-vane pair grid. Karoutas et al.
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Fig. 1 Schematic diagram of 5 X5 rod bundle assembly /

[4] investigated axial and lateral velocities downstream of a split-
vane pair grid by comparing laser Doppler velocimetry measure-
ments to computational fluid dynami¢SFD) simulations. Swirl- ~
ing flow in the subchannel was predicted using CFD and N
confirmed using the laser Doppler velocimetry measurements. A

computational study of the hydrodynamic flow fields downstream iy 3 Typical rod bundle subchannel with split-vane pair

of support grids with different vane types and configurations, in-

cluding split-vane pair grid designs, was performed by[ 3.

Swirling flow in the subchannel and cross-flow between subchan- ) ) )

nels downstream of the split-vane pair grid design were notdéom particle image velocimetry. The vortex created from the
McClusky et al.[6,7] experimentally investigated the developSPlit-vane pair was found to be consistent with a Lamb-Oseen
ment of swirling flow in a rod bundle subchannel. The swirling/Ortex[8], but had unique axial development as a result of the

flow was characterized based on lateral velocity fields obtaingébchannel geometf$]. The development of swirling flow in the
rod bundle subchannels can have a significant impact on the heat

transfer characteristics of the rod bundle.

The decaying, swirling flows created from split-vane pairs can
increase the critical heat flux in a rod bundle geometry with two-
phase flow(de Crecy[9]). Additionally, the decaying, swirling
flow structure may be useful in improving the single-phase heat
transfer performance of the rod bundle. No previous experimental
investigations of heat transfer downstream of split-vane pair grid
designs are known. Insight into the heat transfer characteristics of
swirling flow in a rod bundle may be gained by examining the
fundamental research area of decaying, swirling flow in a pipe.
The swirling flow in the following investigations was created us-
ing tangential injection methods. Blum and Olij&0] and Hay
and West{11] found heat transfer enhancement in swirling pipe
flow above that of nonswirling pipe flow. Chang and Dfl2]
identified two main mechanisms for heat transfer enhancement in
the swirling pipe flow. The radial pressure gradient in the swirling
flow increased the axial velocities near the wall of the pipe which
caused an increase in the heat transfer rate from the wall. In ad-
dition, high turbulence levels created by the swirling flow were
shown to enhance the mixing and thus enhance the heat transfer.
Thus the swirling flow structure in a rod bundle subchannel is
expected to enhance the single-phase heat transfer coefficients for
some distance downstream of the support grid. This paper exam-
ines how changes in the hydrodynamic flow fields caused by flow
enhancing features such as split-vane pairs affect the heat transfer
performance of the rod bundles.

Table 1 identifies the test grids examined in the present study.
The grid blockage ratics, is defined as the ratio of the projected
area of the support grid to the open flow area. Values of the grid
blockage ratio for the grids used in the present study are given in
Table 1. In addition, the base strap desitie support grid design
of the strap with no flow-enhancing featuresd a brief descrip-
tion of the test grid are included. An end view of the standard grid
designs, grids A, E, and G, is shown in Figa2 The differences
between these grid designs include different grid blockage ratios
and the grid strap length along the flow direction.

The two disk grid designs tested are shown in Fi@p) 2nd Fig.

2(c). Figure 2(b)is an end view of grid B that has 5.8 mm diam-
eter disks attached on the downstream edge of the grid strap at
every intersection point. Figurg@ is an end view of grid C that

has 5.8 mm diameter disks attached on the downstream edge of

12.6 mm

(@ the grid strap at alternating intersection points. An end view rep-
resentation of the split-vane pair grid designs is shown in
Fig. 2 Representative drawings of support grid designs for Fig. 2(d). Grids D, F, and H are split-vane pair support grid de-
the following: (a) grids A, E, and G; (b) grid B; (¢) grid C; and  Signs. The vanes on these support grids form an angle of approxi-
(d) grids D, F, and H. mately 30 deg with the axial flow direction. The vane designs for
44 | Vol. 126, FEBRUARY 2004 Transactions of the ASME
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Table 1 Description of test grids

Grid Blockage

Grid Ratio Base Grid
ID € Strap Description
A 0.20 A Standard egg-crate type grid. No vanes or flow blockage
B 0.43 A Flow blockage created by 5.8 mm disks attached to downstream edge of grid at every intersection point.
C 0.31 A Flow blockage created by 5.8 mm disks attached to downstream edge of grid at alternating intersection points.
D 0.40 A Split-vane pair grid with vane angle of approximately 30 deg.
E 0.14 E Standard egg-crate type grid. No vanes or flow blockage
F 0.36 E Split-vane pair grid with vane angle of approximately 30 deg.
G 0.20 G Standard egg-crate type grid. No vanes or flow blockage. Grid has longer strap length compared to grids A and E.
H 0.47 G Split-vane pair grid with vane angle of approximately 30 deg.

the three different split-vane pair support grids are not identical, The flow rate through the facility is measured using a Sponsler
but all are designed to create swirling flow in the rod bundlaurbine-type flowmetetmodel SP3-CP-PHIL-A-4Xwith a range
subchannels. from 0 to 2.46 mM/min and a manufacturer stated accuracy of
The present study investigates how the addition of flow+294. Two volumetric flow rates of 0.36 and 0.54/min are
enhancing features to the support grid design affects the singigvestigated in the present study. These volumetric flow rates cor-
phase heat transfer in&5 rod bundles. A heated copper sensor igespond to nominal axial velocities of 2.44 and 3.66 m/s, respec-
utilized to measure the locally averaged single-phase heat trangfgsly. The corresponding Reynolds numbers investigated in the
coefficients at various axial locations downstream of the supp@itesent study are Rg=28,000+1200 and Rg,=42,000+1700.
grids. Pressure drop for all of the rod bundle assemblies is megKline-McClintock sensitivity approachias described if13])

sured. Correlations for heat transfer rates downstream of stand@igs performed to determine the uncertainty of the Reynolds
support grid designs are developed. In addition, an innovativember.

approach is implemented to develop a general heat transfer corre-
lation for flow downstream of support grid designs with flow- Pressure Drop Measurements. The pressure drop over sev-
enhancing features. For this correlation, the pressure drop ass#! axial spans in the rod bundle is measured for each of the
ated with the grid strap design is separated from the pressure dfsjpPort grid designs listed in Table 1. The test section is equipped
associated with the flow enhancing features. These two presstff! pressure taps at the axial locations shown in Fig. 5. The
drop characteristics of the grids are used to predict the heat traRgsitioning of the three support grids relative to the test section is
fer downstream of the support grid designs. also indicated in this figure. Three different pressure drop mea-
surements are made using three Schaevitz pressure transducers.
The pressure drop across a gridhq, is measured over a span
of Azyig=302 mm that includes a grid. The pressure drop across
The closed loop facility used to measure heat transfer and prése rods,Ap,.4, iS measured over a span af,,;=206 mm. In
sure drop in the %5 rod bundles is shown in Fig. 4. Filteredaddition, the pressure drop across a complete 508 mm grid span,
water is circulated through the facility using a 15 hp variabld p,,, is measured to provide a cross check for the pressure
speed pump. The constant head tank used in conjunction with theasurements. The absolute uncertainty in the pressure drop mea-
variable speed pump ensures a constant flow rate through the sesement ist 300 Pa calculated using a root-sum-squares method
section. A heat exchanger placed in the constant head tank is ugE®]] based on error contributions from the pressure transducer
to hold the water temperature between 18 and 20°C. As showndalibration, calibration measurement standard resolution, and data
Fig. 4, two 90 deg bends occur in the flow loop piping directlacquisition errors.

before the inlet of the test section. These 90 deg bends causE| T fer M ts. Heat t ; fficient
tangential disturbances to the otherwise axial flow. A flow €@t 'ransier vieasurements. neat transier coetiicients are

; - L . ; d for axial locations both upstream and downstream of the
straightener plate is positioned at the inlet of the test section ypasure ~ r - ;
redirect the momentum of the fluid in the axial direction. test grljds for: Rgﬂfz&goo and 9&742’0'20(1“5"‘.9 a rcf)dhlnstru-
The test section is constructed from Lexan and has a squgﬁgme with & heated copper sensor. rawing of the copper

inner flow area of 42.25 cfn The 5x 5 rod bundle consists of 9.5 SENSO is shown in Fig. 6. The sensor is 9.5 mm in diameter a_nd is
) ’ 1%8.6 mm long. The copper sensor is heated with a concentrically

hmyﬂr;%?ii Z(ia;rig;do??hz fg(l; T)rlfnzqcreagutt))%r?aﬁrt]cekl‘ igflllzé(snrwnnrwn 'T. ge_rted cartfr idge ?ehater, providing a (ﬁnnstafnt heat flux rilnput to
) ; y : inner surface of the copper sensor. Use of copper as the sensor
rods are held in place by three support grids placed 508 mm ap P Inr L X
- e P aterial reduces variations in surface temperature and heat flux at
The first support grid is located 90 mm from the test section inlef,
p outer surface of the copper. Four 36-gauge E-type thermo-

The first two support grids in the rod bundle are standard supp ples are embedded in 90 deg increments around the circumfer-
grids. These grids have no flow-enhancing features and are use%% e of the sensor on a diameter of 7.9 mm. The thermocouples

condition the flow. The third grid in the rod bundle assembly is th . ; g
test grid. The four different types of grid designs tested in the © attached at a depth of 19 mm with epoxy into holes with a

present study are shown in Fig. 2.

Experimental Facility

ADgria | AProd | APgria | AProg

TEST SECTION [€ > > <
TEST SECTION \ 302mm |06 mm| 302 mm [206 mn
INLET / OUTLET
=|na 7 \ ﬂli!' H o
e ——
FLOW DIRECTION
> | | b
FLOWMETER INLET 80 mm §0 mm OUTLET
SUPPORT GRID PRESSURE TAP
Fig. 4 Drawing of experimental facility Fig. 5 Pressure tap locations
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THERMOCOUPLE Table 2 Pressure drop measurements for Re  ,,=28,000

Grid Apgrid Aprod
ID (Pa) (Pa) Ky Ks Kreat Krear! Kg
A 4960 1550 0.91 0.91 - -
B 7790 1860 1.71 0.91 0.80 0.47
C 5960 1650 1.19 0.91 0.29 0.24
D 5720 1790 1.05 0.91 0.14 0.13
E 4340 1550 0.70 0.70 - -
) ) F 4930 1720 0.81 0.70 0.11 0.14
Fig. 6 Drawing of heated copper sensor G 6170 1650 1.26 1.26 - R
H 6860 1720 1.46 1.26 0.20 0.14

diameter of 0.74 mm. To decrease conduction losses from the
ends of the heated copper sensor, an insulating Delrin cylinder is
attached to each end of the copper sensor. Zircaloy extension rodshe determination of the surface temperature of the heated cop-
are attached to each Delrin cylinder to complete an instrumenteer sensor based on the measured temperature difference between
rod in the rod bundle assembly. Each instrumented rod exteritie heated sensor and the bulk fluid temperature is an inverse heat
past the inlet and outlet of the test section. This allows for thHeansfer problem. A two-dimensional finite-difference conduction
copper sensor to be positioned at different axial locations withootodel is used to determine the temperature distribution within the
disassembly of the rod bundle. heated copper sensor. The steady-state conduction model has a
The heat transfer coefficient is determined based on the megebal energy balance of better than 99.9 percent. The conduction
sured DC power input to the cartridge heater, the surface areanoddel is used to determine the surface temperature of the heated
the sensor, and the temperature difference between the surfaceesfsor based on the measured temperature difference and the
the heated copper sensor and the bulk fluid temperature, power input into the heated sensor. In addition, it is used to esti-
mate the power lost by conduction to the Delrin insulating sup-
h=a/A(Ts=Tr). @ ports. This estimated power loss is less than 2 percent.
The locally averaged heat transfer coefficients obtained are aver-
aged both temporally and spatially. Spatially, the measuremg@gsylts and Discussion
method yields heat transfer coefficients that are averaged around
the circumference and over the length of the copper sensor. Thé’ressure Drop Results. Pressure drop measurements for
DC power is determined by independently measuring the voltageminal axial Reynolds numbers of 28,000 and 42,000 are ob-
and current supplied to the cartridge heater using two Hewld@ined for the grid and rod spans of eight different support grid
Packard multimeter§Model #34401A. The typical operating designs. Tables 2 and 3 present pressure drop across the grid span,
power for the heated copper sensor in the present study is appraXpgiq, pressure drop across the rod spap,.q, grid loss coef-
mately 70 W. The power is held to withir:0.1 W during each ficient, Ky, strap loss coefficientKs, feature loss coefficient,
series of heat transfer measurements. During each individual m&as;, and the normalized feature loss coefficie,/Ky, for
surement period, the power fluctuates less tham05 W. Two Rey=28,000 and Rg,=42,000, respectively. The pressure drop
instrumented rods are placed within the rod bundle and usedn@asured across the grid spamgq, includes contributions of
measure the temperature difference between the heated coppessure drop from both the grid and the rods. For the standard
sensor and the bulk fluid temperature. The copper sensor in onesapport grid designs, the standard deviation of the measured pres-
the rods is heated using the cartridge heater, while the sensosirie drop values across the rod span provided in Tables 2 and 3 is
the second rod is not heated and is used to measure the bulk fBi@ percent; this small standard deviation both confirms that the
temperature in the test section. A differential temperature calibrd span pressure drop is consistent among the grids and provides
tion was performed for each thermocouple pair to directly meéndication of the replication error of the pressure drop measure-
sure this temperature difference. The typical uncertainty in a caiirents. The friction factor
brated thermocouple pair, based on a root-sum-square method of D V2
combining measurement error and the calibration errgs6,,), f=Ap d_e(P_) 3)
is =0.10°C. A Hewlett Packard nanovoltmetdiodel #34420A 0AZ04\ 2

is gsed to measure the Qifferential \{oltage of each thermocoupleyithin 8 percent of that predicted using the Moody diagram
pair. The estimated relative uncertainty in the measured Nussglith Reynolds number based on the hydraulic diameter of the rod
number de.termme;j using a Kline-McClintock sensitivity app ngie, D,). This indicates that the flow is hydrodynamically
proach[13]is +4.8%. This measurement uncertainty was calcyyly developed over the rod span pressure measurement location
lated as for the standard support grid designs. Grids with flow enhancing
_— \/(aNu )2 (aNu )2 (aNu )2 o features consistently have larger pressure drops along the rod
Nu™ — ’

_huh —=Up, _kuk span. For example, the measured pressure drop data for the rod
g Dy, J spans for grids having split-vane paifsrids D, F, and Hare 10
with error contributions to the uncertainty in Nusselt number as
listed below.
U, =1000 WInPK Table 3 Pressure drop measurements for Re  ,=42,000
Grid APgri Ap
+ grid rod
Upp =£0.25 mm D Pa)  (PA) Ky Ke Kea  KealKg
ue *0.0016 W/mK A 10200 3170  0.83  0.83 - -
N B 16400 3930 1.60 0.83 0.76 0.48
Uny *+22 (=4.8%) C 12510 3410 1.13 0.83 0.29 0.26
D 11860 3790 0.95 0.83 0.11 0.12
*hased on nominal values df=23,000 W/nK, k=0.601 W/mK E 9000 3240 0.64 0.64 - -
Further discussion of the design of the heated copper sensor, thé iggég gggg (1)}2 2:(132 0-12 0.16
temperature measurement technique, and the uncertainty analysis 14340 3520 1.38 1.16 0.22 0.16
can be found in Armfield14]and Armfield et al[15].
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percent larger than those for the standard grids; this suggests that ratio of the loss coefficients for the split-vane pair grids de-

the pressure drop for the rod span is greater for the swirling flosigns, grids D, F, and H, range from 0.13 to 0.14. This small range

produced by the split-vane pairs. indicates that the effect of the vanes on the pressure losses for the
The contribution of the pressure drop due solely to the grithree split-vane pair grid designs is essentially constant. The ratios

Apy, is calculated by assuming the pressure drop across the rofidoss coefficients for grids B and C, with disk blockage flow

is directly proportional to the measurement span of the press@mehancing features, are 0.47 and 0.24, respectively.

drop Pressure drop results for Rg=42,000 are presented in Table 3.
Az For corresponding grids, the grid loss coefficients for this higher
ApPy=APaig— gf'dA g 4) Reynolds number are smaller than those for the lower Reynolds
g I Az number tabulated in Table 2. The same general trends identified

whereAp,,q4 is the value measured for each individual test. Equﬁ;r the Iowerﬁeynoldslpurgt;er holdlfor the h]ifgher Re/ynoldfs num-

tion (4) neglects the effect the flow-enhancing features have &' €ases. The normalized feature loss coefficidtys, /K, for

the rod span pressure drop. The loss coefficients for each ghitf SPlit-vane pair grid designs range from 0.12 0 0.16. Although

design are calculated based on the pressure drop of the grid. range is slightly higher than that reported for the lower Rey-

grid loss coefficient is defined as nolds number case, the effect of the vanes on the pressure losses
for the three split-vane pair grid designs is essentially the same.

Apg The normalized feature loss coefficients for grids B and C are 0.48
KQZW ®) and 0.26, which correspond with those reported forpRe
=28,000.

This grid loss coefficient represents the nondimensional pressure ) ] ) o
loss in the rod bundle assembly contributed by the grid. In order Heat Transfer Correlat_lons. Previous |nvest|g§t|ons have re-
to characterize the pressure losses from the flow-enhancing fé4ed the pressure drop in a rod bundle to the grid blockage ratio,
tures, a feature loss coefficient is calculated for the grids with Rehme1,16]reports that the grid loss coefficient for a standard
flow-enhancing features. Since the grids with flow-enhancing fegtid is predicted by
tures are constructed from one of three standard strap designs K =K g2 @)
(grids A, E, and G), the feature loss coefficient can be defined g v
based on the loss coefficient for the gri¢ly, and the loss coef- whereK, is a modified loss coefficient that has a weak depen-
ficient for the standard strap desidg, dency on Reynolds number for the range of Reynolds numbers
Ko =K. —K ©) tested in the present investigation. Marek and RehiYd mea-
feat™ g s sured heat transfer in both smooth and rough rod bundles down-
This feature loss coefficient isolates the pressure losses associgteshm of a standard spacer grid using a triangularly arrayed three-
with the flow-enhancing features attached to the grid strap.  rod bundle cooled with air and determined the maximum heat
The pressure drop results presented in Tables 2 and 3 identifgnsfer enhancement from a standard support grid to be a func-
similar trends for both Reynolds numbers tested. As shown fion of the blockage ratio
Table 2, the grid loss coefficients at fRe=28,000 for the standard
grid designs A, E, and G are 0.91, 0.70, and 1.26, respectively. &:5 5524 1 ®)
The differences in grid loss coefficients for these standard grid Nu,
designs can be attributed to differences in form drag and friction .
drag between the standard grid designs. For a standard supPéigre N is the fully-developed Nusselt number.
grid design, the pressure losses due to form drag can be directij-°rrelations for standard support grid designs have been pro-
related to the blockage ratio of the grid. Grid E, with the smalle§0Sed to predict the axial development of local heat transfer av-
grid blockage ratio, has the smallest grid loss coefficient. Grids@{@9ed around the circumference of the rod. The decay of the heat
and G have the same blockage ratios: however, the loss coefficiéapsfer coefficient witle/Dy, can either take the form of an ex-
for grid G is higher than that for grid A due to the increase@onential decay or a power law. Yao et ll8] used an exponen-
friction loses created by the longer strap length of grid G. tial decay functl_on to cprrelate heat transfer downstream of a stan-
Comparisons of the pressure drop results for support grids wii'd support grid design
the base grid strap design A, grids A, B, C, and D, are used to Nu
identify general trends in the pressure drop characteristics of each — —1+5.552¢ 0137D, 9)
support grid type. As reported in Table 2, the loss coefficient for Nug

the standard grid design, grid A, is lower than the loss coefficient$,q jnjtial heat transfer enhancement reported by Marek and Re-
for grid designs with flow-enhancing features. It should be not

. : - ; e[17] (Eq. 8)was used to account for the initial effect of flow
that although the grid blockage ratios for grid B and grid D argjockage on heat transfer, and the decay rate was based on previ-
approximately equal, the grid loss coefficient for grid Ry 4,5 heat transfer measurements. Kidd ef®] measured local
=1.05, is significantly smaller than that of grid Bg=1.71. The pqt transfer coefficients in an electrically heated seven-rod hex-
difference in grid loss coefficient can be explained by examining,onaly arrayed rod bundle cooled with air and used a power law
the shape of the flow-enhancing features attached to the two grl;%iationship to correlate heat transfer downstream of a standard
grid D has split-vane pair flow enhancing features that are MOLEpport grid design
streamlined than the blunt disk blockage features of grid B. The
feature loss coefficient& ., Of Table 2 highlight the differences z\A
in the pressure drop of Grid B and D due to bluntness of the two Nu=vy Rengh(D—) (10)
flow-enhancing feature geometries. It is evident that the pressure h
losses for a support grid with fundamentally different flow-The effect of Prandtl number is included in thecoefficient.
enhancing feature designs cannot be predicted based solelyKadd et al. [19] reported coefficients ofy=0.041,«=0.77, and
blockage ratio. B=—0.15 for air at Reynolds numbers between 38,000 and
The feature loss coefficient normalized by the grid loss coeff©3,000. A hexagonal support grid with no flow-enhancing features
cient indicates the percentage of the total pressure losses that(aes, a standard gridvas used to develop this correlation. Results
contributed by the flow-enhancing features. Thus, the normalizédm Yao et al[18]and Kidd et al[19]indicate that either power
feature loss coefficienK../Kg, allows a direct comparison be- law functions or exponentially decaying functions can be used to
tween all of the grid designs to determine the effect of the flowaccurately capture the heat transfer development downstream of a
enhancing features on the pressure losses. As shown in Tablewport grid.
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Yao et al.[18] developed a correlation for the expected heahe heat transfer enhancement of the base strap design and the
transfer enhancement downstream of a support grid design witbat transfer enhancement from the flow-enhancing features. The
split-vane pairs. The correlation heat transfer enhancement downstream of a support grid with

Nu flow-enhancing features is expressed as

:(1+5.5582e—0.l31Dh)(1+A5 tanZ ¢e—0.0341Dh)0.4
Nug Nu 14
(11) NUO -

K feat
K

C1e2+C, e #Pn (14)

¢]
is a combination of the normalized Nusselt number downstream . )

of a standard support grid design and the expected heat trandiegorrelation of this form represents the tradeoff between heat
augmentation caused by swirling flow in the rod bundle subchat@nsfer enhancement and pressure losses for flow downstream of
nel. The spatial decay rate of the angular momentum of swirlifySupport grid in a rod bundle.

flow in a pipe as reported by Kreith and SoRO]was used t0  aat Transfer Results. The locally averaged heat transfer

model the expected effect of swirl on the heat transfer decay rlSefficients for water flowing primarily parallel to rod bundles at

in the rod bundle. No heat transfer data downstream of a splizminal axial Reynolds numbers of 28,000 and 42,000 are pre-

vane pair grid design was available for comparison to the cortgspied. The Reynolds number investigated in the present study is
lation at the time it was developed. The blockage ratiois the g order of magnitude lower than that occurring in the core of a
total blockage ratio of the grid including the blockage of the basgciear reactor. However, comparisons of flow fields obtained
grid strap and the split-vane parrs. ownstream of split-vane pair grid designs and CFD simulations
To date, no general correlation has been developed to pre‘g’?tin-core conditions indicate that the overall flow structures and

heat transfer downstream of support grids with fundamentally diffacay rate of the swirl are simild7]. The heat transfer perfor-
ferent flow-enhancing feature designs. In the present study, corﬁlﬁ'hﬂ

. o ance downstream of eight different support grids is discussed.
lations for the local heat transfer coefficient downstream of bo 9 ppor 9

) . ; ; e heat transfer coefficients are measured for rods located in the
standard support grid designs and support grids with ﬂovt‘pterior of the 5x5 rod bundle. No systematic effect of the inte-
i

enhancing features are developed. Both exponential and power it 1,d |ocation on local heat transfer coefficients is found:; thus
of the local heat transfer data are investigated. The initial N&ad gistinction between rod locations is made for the different in-
transfer enhancement just downstream of the support grid Willyior rod locations tested. Results for the standard grid designs
flow-enhancing features is determined based on measured PIgs presented as local Nusselt numbers as well as local Nusselt
sure dr(_)p_ _characterlstlcs. . numbers normalized by the hydrodynamically fully developed
The initial heat transfer enhancement just downstream of\§,qselt number. Results for the support grids with flow-enhancing
standard support grid design can be predicted by using eithefeares are presented as local Nusselt numbers normalized by the
grid loss coefficientKy, or a grid blockage ratios. The primary  pygrodynamically fully developed Nusselt number. Local heat
initial heat transfer enhancement mechanism just downstreamyQfnsfer measurements obtained using the present method have
the support grid is due to the increased flow velocity that is Crgeen previously documented for several of the support grids used
ated from .the decreas_e |n_flow area around the support grid. Tiishe present studgArmfield [15] and Armfield et al[21]). Dis-
decrease in flow area is directly related to the pressure losses glygsijon of pressure loss coefficients, generalized heat transfer cor-

to form drag of the support grid. For a standard support gridjations, and a more extensive heat transfer analysis are included
design, the grid blockage ratio provides an indication of the foriy e present study.

drag of the support grid; whereas, the grid loss coefficient indi- An ynheated starting length is inherently present using the
cates both the form and friction drag losses. Since the initial hgl,teq copper sensor to measure locally averaged heat transfer
transfer enhancement is directly correlated with the form dragqfficients. The sensor is the only portion of the rod that is
(and not friction dragof the support grid, the grid blockage ratiopeateq: therefore, there is a developing thermal boundary layer at
is @ more appropriate correlating parameter for the heat rans{efc, axjal measurement location. The flow can become hydrody-

enhancement downstream of a standard support grid designp4hically fully developed but will never be thermally fully devel-

correlation of the form oped. The measured heat transfer coefficient is higher when the
Nu sensor is placed in the hydrodynamically fully developed region
=1+ Clsge—aleh (12) of the flow than it would be if measured for identical hydrody-
Nuo namic conditions in a rod bundle with thermally fully developed

is used to correlate the local heat transfer development dowpnditions. Normalization of the measured heat transfer rate with
stream of a standard support grid design. For future convenientt Measured hydrodynamically fully developed value of the heat
the grid blockage ratiogs, used in the correlation is the strapt/ansfer rate is used to compare heat transfer enhancement be-
blockage ratio. Since the standard support grid designs have W&eN different support grid designs. Hay and Wadj used this
flow-enhancing features, and ¢ are identical for standard sup_typ_e _of nqrmallzatlon to compare heat tra_nsfer results obtained in
port grid designs. The correlation presented in B4) is of the swirling pipe flow that had a disturbance in the thermal boundary
same form as that of Eq9) (Yao et al.[18]). For comparison layer at the heat flux sensor location. Guellouz and Tavolag$
purposes, a correlation for flow downstream of a standard suppBf§® Used this type of normalization to report circumferential
grid design is also developed based on a power law equation. Makiations in heat transfer around a rod in fully developed flow in

correlation is of the form a rod bundle. In the present study, the temperature of the copper
sensor, and thus the local heat transfer coefficients, are determined

Nu z\} by the local hydrodynamic conditions at the sensor location.
N_uO:1+ K(D—h) (13)  Therefore, a comparison among the measured local heat transfer

coefficients obtained in the present study can be used to demon-
For support grid designs with flow-enhancing features, it is astrate differences in the hydrodynamic development of the flow

sumed that the initial heat transfer enhancement contributed figlds downstream of different support grid designs.

the flow-enhancing features is directly related to the feature lossThe locally averaged heat transfer coefficients are measured for

coefficient,K;. Therefore, the heat transfer enhancement aboegial locations ranging frome/Dy=1.4 to z/D,=33.6 down-

the base strap design heat transfer can be predicted based orstiteam of each support grid. The axial locatioredd,,=0 corre-

normalized feature loss coefficieit;., /Ky . The total heat trans- sponds to the downstream edge of the test grid. The local heat

fer enhancement downstream of a support grid design with flowansfer coefficients downstream of a support grid decay from a

enhancing features can be expressed based on a superpositioma{imum value just downstream of the grid to the hydrodynami-
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cally fully developed value some distance downstream of the grid. 350 R

Results from the present study indicate that the hydrodynamically A gidG

fully developed value of heat transfer is achieved well before the 325 —prediction Eq. (17)

end of the 508 mm span separating two support grids. The local Ro o1 =42,000

heat transfer coefficient is measured upstream of the test grid at 300 {1 Ngp o s s opoo @ PO opoo

z/Dp,= —9.6 to determine the hydrodynamically fully developed 4a,d T 0 8 g T o8

value of heat transfer for each bundle assembly. This upstream f a8 T

measurement location should be undisturbed by grid efféGts

et al.[18]) and represent a measure of the hydrodynamically fully

developed heat transfer coefficient. Results from the present study

confirm that this measurement location is sufficiently distant from

both the second conditioning grid and the third test grid to obtain

a measurement of the hydrodynamically fully developed value of

heat transfer. 200

Previous experimental measurements of fully developed heat 2Dy,

transfer in rod bundle§19,23]indicate that the fully developed

value of heat transfer depends on the Prandtl number and thig. 7 Nusselt numbers for standard grids A and G e=¢,

Reynolds numbekbased on hydraulic diamejerFor example, =0.20

Dingee and Chastaif23] investigated heat transfer in water-

cooled, electrically heated rod bundles in triangular and square

arrays with several pitch-to-diamete?/D) ratios and determined developed value of N&220 by an axial location of approxi-

that the fully developed value of heat transfer is well predicted iately six hydraulic diameters downstream of the support grid.

the Colburn equation when the concept of equivalent diametor Reg,,=42,000, the Nusselt number decays from a value of

(hydraulic diameter for different pitch-to-diameter ratios was approximately Ne= 320 just downstream of the support grid to the

used. The Colburn equation is hydrodynamically fully developed value of Nu294 by approxi-

mately six hydraulic diameters downstream of the support grid.

Nu=C Re&%** (15) Exponential curve fits of the data obtained for the standard sup-

where C is 0.023. Kidd et al[19] measured local heat transferPort grid designgGrids A, E, and Gjndicate appropriate values

coefficients in an electrically heated seven-rod hexagonally dfr the correlation of heat transfer downstream of a standard sup-

rayed rod bundle cooled with air. The fully developed value of thort grid design, Eq(12), areC;=6.5 anda=0.8. The correla-

heat transfer coefficient was found to be within 12.5 percent of then for the local Nusselt number downstream of a standard sup-

Dittus-Boelter equatioriwith heating) port grid

Nu=0.023R&%P14 (16) Nu=Nuo(1+6.5e3e~%n) (17)

In the present investigation, the Prandtl number is held constal§t:ncluded in Fig. 7. This correlation can also be expressed in
therefore, the hydrodynamically fully developed value of hedtormalized form as

transfer is a function of Reynolds number only and should be Nu

independent of the support grid design used. Results from grids A No = 1+6.5s2e 87Pn (18)
through H tested in the present study indicate that the support grid 0

design does not affect the hydrodynamically fully developed valughese correlations are valid for axial locations betweéD,

of heat transfer. =1.4 toz/D,=33.6.

For each Reynolds number, the measured hydrodynamicallyFigure 8 presents the Nusselt numbers downstream of the stan-
fully developed heat transfer coefficients for all of the support gridard support grid E which has a grid blockage ratio of 0.14. Error
designs(A-H) are averaged to determine the hydrodynamicallyars representing the experimental uncertainty 48 percent are
fully developed value of heat transfer for the rod bundle. Fancluded. In addition, the correlation for local Nusselt numbers
Rey,=28,000, the hydrodynamically fully developed value oflownstream of a standard support grid design,(E@), is shown.
heat transfer is 11,256 WA with a standard deviation of The local Nusselt numbers downstream of grid E are accurately
+380 W/nfK (+2.0 percent). For Rg=42,000, the hydrody- predicted by the correlation. For all three of the standard support
namically fully developed value of heat transfer is 15,034 Wm grid designs, grids A, G, and E, there is an initial heat transfer
with a standard deviation of 603 W/n?K (+2.7 percent). The enhancement just downstream of the grid which is caused prima-
measured hydrodynamically fully developed values of heat trans-
fer are 22 percent higher than the Dittus-Boelter equafian 16)

2275
250

225

for Rey,=28,000 and 18 percent higher than the Dittus-Boelter 350 R

equation for Rg,=42,000. _gredicﬁm £q (17
The local Nusselt numbers downstream of standard support grid a5 |

designs are shown in Figs. 7 and 8. Figure 7 presents the Nusselt Ao pn=42,00

numbers downstream of standard support grids A and G which 30 F X8og o o o é o 1 o

have a grid blockage ratie, (andeg), of 0.20. Results for Rg, nni g ¢ ©° ¢ ©

=28,000 and Rg,=42,000 are shown. In addition, error bars rep- Sors | geor

resenting the experimental uncertainty-o4.8 percent are shown.
As discussed in the pressure drop results section, Grid G has a
larger grid loss coefficient than grid A due to increased friction

Re p,=28,000
drag. For each Reynolds number, the local Nusselt number devel- o=zt %
225 [ " \oapgo g 8 °© o B 8 B oo
[=]

250

opo

opment downstream of grid A and grid G are essentially identical Bof BB 8 @ — =
within the uncertainty of the experimental measurements, which "
suggests that the local Nusselt numbers are not a strong function 200 o o 20 a0 o

of pressure drop resulting from skin friction. For jge28,000, 2D,
the Nusselt number decays from approximately=Na45 just
downstream of the support grid to the hydrodynamically fully Fig. 8 Nusselt numbers for standard grid E =~ e=¢£,=0.14
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QO grid A, Re=28,000 a gridB

A grid A, Re=42,000 =B prediction Eq. (20)

© grid G, Re=28,000 [« A ghidC

13 | O grid G, Re=42,000 16 — =C prediction Eq. (20}
exponential fit Eq. (18) -

= = = power fit Eq. (19}

— - Yaoetal [18} Eq. (9)

[\ N h5.5552 0.
" Ny, 14 }

5 [=] N 13 =3
Z11t u :[Z] z
3" : Ve 35
z a > Ni D, 3

Nu

- =1+6.5¢,% "™ |
09 Nu, € 1
08
0 10 20 30 40 08
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2D,

Fig. 9 Nusselt number normalized by hydrodynamically
fully developed Nusselt number for standard grids A and G,
e=¢g,=0.20

Fig. 10 Nusselt number normalized by hydrodynamically fully
developed Nusselt number for support grids with disk block-
age, grids B and C, Re ,=28,000, £,=0.20

rily by the increased flow velocity created by the grid blockage.

This initial heat transfer enhancement decays to the hydrodynanyiz -\ 44 support grid designs, as measured using the heated cop-
cally fuI_Iy d_eveloped value of heat transfer_by ap_pr(_)xw_nately Ser sensor in the present study, is the same as the decay rate of
hydraulic diameters downstream of the grid. This indicates th id generated turbulence. For the current measurement technique,
the hydrodynamic ﬂ0\_/v field is not a_ffected by_the presence of t e primary mechanism for the decay of heat transfer downstream
standard support grids beyond six hydraulic diameters dowgf the support grid fromz/Dy=1.4 to z/D,=6.0 is consistent

stream of the grid. - : :
. ., with the decay of turbulence intensity. The decay rate of
Normalized Nusselt numbers for the standard support grid de-_ _ P
signs A and G are shown in Fig. 9. Reynolds numbers of 28,0 1.3 accurately captures the initial decay of the heat transfer
a -

. ) ) ta for all of the support grid designs tested.
and 42,000 are included for each grid design. The local norm Normalized heat transfer results for the support grid designs

ized Nusselt numbers for the standard support grid designs s disk blockages and split-vane pair flow-enhancing features,
no R;eyncilds{ gur'?_ber dgpendentcebo;/rv]er ftrt‘ﬁ rﬁngtet of Ff%eyno s B, C, D, F, and H, are used to determine the coefficients in
numbers tested. Figure 9 presents both ot the heat ransier Coes o at transfer correlation for support grid designs with flow-

lations for.normqllzed Nusselt ”“F“ber downstream of standaé hancing features, E¢lL4). Exponential curve fits of the experi-
support grid des_,lgn, the pronennal decay correlation, (E8), mental data indicate that appropriate coefficients for the correla-
and the power fit correlation tion are C;=6.5, C,=3.2, anda=0.8. Based on the present

-13 experimental heat transfer measurements, the correlation for heat
) (19) transfer downstream of support grids with flow-enhancing fea-

Nu =1+3.062 z
N = . SS D— .
tures Is

Uo h
Equation(19) is valid from a range o#/D,,=1.4 toz/D,=33.6.
The correlation for standard support grid designs presented by Yao
et al. [18], Eq.(9), is also shown in Fig. 9. The heat transfer
correlations, Eq(18) and Eq.(9), are of the same basic form;
however, the values for the coefficients and decay rates are not Tés correlation represents a superposition of the heat transfer
same. As shown in Fig. 9, the correlation from Yao et[aB] augmentation caused by a standard support grid §Eap18)and
captures the heat transfer just downstream of the grid reasonalply heat transfer augmentation caused by the flow-enhancing fea-
well; however, the decay rate of the correlation does not matelives. This correlation is valid from a range ofD,=1.4 to
well with the current experimental data. The Yao et[&B] cor- z/D,=33.6. The local normalized Nusselt numbers obtained at a
relation was developed based on heat transfer measurements fRegnolds number of 28,000 for grids B and C are shown in Fig.
rod bundles with fully heated rods cooled by dag or helium), 10. Grids B and C have normalized grid feature loss coefficients
while the correlation developed in the present investigation, E(K,/Ky) of 0.47 and 0.24, respectively. The correlation devel-
(18) was developed based on measurements in water usin@gid for the heat transfer downstream of support grids with flow-
heated copper sensor and otherwise isothermal conditions. Bmhancing features, E€RO0), is shown in the figure for each data
variation in Prandtl number as well as the different thermaeries. The correlation accurately predicts the heat transfer just
boundary conditions contributes to the different decay rates hdewnstream of the support grid design for both of the grid de-
tween the two correlations. signs. In addition, the decay of the local normalized Nusselt num-

As can be seen in Fig. 9, both the power law correlation, EQers is well predicted.

(19), and the exponential decay correlation, EtB), accurately  Figure 11 presents the local Nusselt numbers normalized by the
capture the heat transfer behavior downstream of the standag@irodynamically fully developed Nusselt number for grid F, a
support grid designs. The value of the decay rate for the powerdjilit-vane pair grid design with a normalized feature loss coeffi-
correlation,\ = —1.3, is used to gain additional insight into thecient, K;,,/K,, of 0.15. Results for Reynolds numbers of 28,000
measurements obtained using the heated copper sensor withaag 42,000 are presented. The correlation developed in Yao et al.
unheated starting length. Yang and ChyBdreport that, in gen- [18], Eq.(11), for the heat transfer augmentation downstream of a
eral, the correlation for the turbulence intensity decay downstreaplit-vane pair grid design is shown in the figure. In this correla-
of a support grid in a rod bundle is of the same form as that faion, the blockage ratics, includes the blockage of both the base
grid generated turbulence. Comte-Bellot and Corf{&#4] report strap and split-vane pairs. As shown in Fig. 11, the Yao i8]
the decay of turbulence intensity downstream of grid generatedrrelation does not capture the data measured downstream of the
turbulence as proportional taz/(M) 13 whereM is the mesh split-vane pair grid in the present investigation. This correlation
size of the grid. The decay rate of heat transfer downstream @ferpredicts the initial heat transfer enhancement by approxi-

e 04821Dh. (20)

Kfeat)
6.562+ 3.2(—
S Kg

Nu_l-i—
Ny~
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Fig. 11 Nusselt number normalized by hydrodynamically fully "

developed Nusselt number for grid F,  £5=0.14, Kiea/Ky=0.15 i 15 Nysselt number normalized by hydrodynamically fully

developed Nusselt number for grids D, F, H, Re  ,=28,000

mately 30 percent. In addition, the decay rate of the correlation

differs from the decay rate of the normalized Nusselt numbeys .
obtained using the heated copper sensor of the present studyCfjtReynolds numbers of 28,000 and 42,000, respectively. The

should be noted that the Yao correlation compared well to bun(ﬁ%adeid arefas ir;]both Figs. tz ﬁng 1§ repre_se|r|1t t?e” exgect?d ra:jnge
data with fully heated rods. Possible explanations for the differefit Values for the measured hydrodynamically fully develope
decay rates between the experimental data and the Yao[@Bal. value0 of heat transfgr pased on the expe.rlmental uncertainty of
correlation were discussed previously for the standard grid dg-4-8%: As shown in Fig. 12, the normalized Nusselt numbers
signs. The difference in the Prandtl number and thermal bound&iga'ly fall below the hydrodynamically fully developed values
conditions as a result of the locally heated rod section in tHgf Poth grid D and grid F from between approximately 6 and 25

present test could also contribute to the difference in initial hedydraulic diameters downstream of the support grid. Mi2s]
transfer enhancement. ocumented decreased regions of the local heat transfer for a pipe

Of significant importance is a comparison of measured hefé‘?w with a bellmouth entrance. The decreased region of heat

transfer coefficients between grids with different blockage ratiod@nsfer in the pipe flow.(.jocumented by Miflg5] was attributed
At an axial distance of/D,,= 1.4 just downstream of the grid, the 0 boundary layer transition and growth for the flow downstream

contribution of the swirling flow to the local Nusselt number i the bellmouth entrance. The decreased region of heat transfer in
the Yao et al[18] correlation, Eq(11), is negligible. Therefore, a the present study, which has been observed only downstream of
comparison of the heat transfer predicted using the Yao ¢1g]. the Splitvane pair grid designs, indicates that the hydrodynamic
correlation, Eq(9), applied to different grid designs may be per_condltlons created by the swirling flow have adversely affected

formed. It should be noted. however. that this correiation nge local heat transfer. Axial velocity deficits or a migration of the

developed based on data obtained downstream of standard sup \gli{ling flow structure from the center of the rod bundle subchan-
el towards one of the rods are possible causes for the decreased

grid designs. A comparison of the initial heat transfer enhance=". . . — ;
ment obtained from Eq(9) for grids B, C, and F results in a region of heat transfer in some of the split-vane pair grid designs.

predicted value for grid F that falls between the values of B and grt%x migration Olf a(ljswirling flgv_v il?/l a :odkbundle:ub(;zhannel
which are the disc grid and alternating disc grid, respectivell) lsd een ptzewo?sy ocumentﬁ in McClus yetﬁil- taRey- |
However, data in Figs. 10 and 11 show that the initial heat transfap!dS number of 42,000, as shown in Fig. 13, there is a similar

enhancement for grid F is actually below that of both grids B arf@dion of decreased heat transfer. However, the amount of de-
C. This indicates that the blockage ratio aldneed as the corre- crease below the hydrodynamically fully developed value is less

lating parameter in the Yao et 48] correlation)may not be an [0 Ren=42,000 compared to Rg=28,000. This indicates that

appropriate parameter for comparing the heat transfer enhant® hydrodynamic disturbances causing the decreased region of

ment from support grid designs with fundamentally different
flow-enhancing feature designs.
The new correlation developed for flows downstream of a sup-

port grid design with flow enhancing features, Eg0), is also L —
shown in Fig. 11. A comparison of this correlation with the ex- 15l agrdF
perimental results indicates that the initial heat transfer enhance- ogriaH
ment downstream of a support grid with split-vane pairs is accu- 14 |

rately represented using the feature loss coefficient and the grid
strap blockage ratio. Incorporating the effect of streamlined fea- o
tures by implementing the feature loss coefficient provides im- %1.2 :
proved initial heat transfer results over predictions based solelyon 2z
grid blockage. Initially, the decay of the local heat transfer, be- 1 o,
tweenz/D,=1.35 andz/D,=6.0 is well predicted by the corre- b 8§°
lation equation. However, at axial locations between approxi- A8 g S g . e T
mately 6 and 25 hydraulic diameters downstream of the support 0.9
grid, there is a decrease in the local heat transfer below that of the ‘
hydrodynamically fully developeq valge. Thl_s trend of decreased 0 10 20 2 0
heat transfer values over certain axial regions appears in other 2D,
split-vane pair grid designs and will be discussed in more detail.

The normalized Nusselt numbers downstream of the split-vapgy. 13 Nusselt number normalized by hydrodynamically fully
pair grid designs, grids D, F, and H, are shown in Figs. 12 and tidveloped Nusselt number for grids D, F, H, Re  ,,=42,000

&
o
°

| &
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2 in a rod bundle downstream of a standard support grid design

a 3233 based on the grid blockage ratio has been developed. In addition,
18 4 3223 a correlation for the local heat transfer downstream of support grid

" Aprediction Eq. (18) designs with flow-enhancing features has been developed based

16 A\ ::Ef,::?,;z:;zzé‘;:ﬁzgi on the grid strap blockage ratio and the normalized flow-
) (AN T TP predction Ba.(20) enhancing feature loss coefficient. The flow-enhancing features
244 S investigated in the present study include blunt disk blockages and
2 ol N split-vane pairs. Since the correlation is based on pressure drop

. i\ “"\\_\ . measurements, it is expected to be applicable to a general support

grid design with attached flow-enhancing features. Future work in
the area of local heat transfer measurements in a rod bundle in-
cludes implementing a fully heated rod bundle to document the
effect of a different thermal boundary condition on the local heat
transfer development. In addition, documenting the effect of
Prandtl number on the downstream development of the heat trans-
fer as well as measurements at higher Reynolds numbers are

~ ‘s Y Ay
s S Y
o mE Ao TR =
ir 3

08

21D,

Fig. 14 Nusselt number normalized by hydrodynamically fully needed.
developed Nusselt number for grids A, B, C, and D, Re p,
=28,000, £,=0.20
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The local normalized Nusselt numbers for the first five hydrau-
lic diameters downstream of grids A, B, C, and D are shown iNpomenclature
Fig. 14. Grids A, B, C, and D all have a base strap design of grid

A. Therefore, this figure provides a comparison between the heat ~ As = surface area

transfer performance of a standard grid and grids with flow- A; = open flow area in rod bundle
enhancing features. The correlation for flow downstream of a sup- ~ Asc = area of subchannel _
port grid with flow-enhancing features, E(O0), is included in Asp = prOJ_ected area of spacer grid
Fig. 14. For the standard support grid design, grid A, the normal- A, = Pprojected area of vanes

ized feature loss coefficient is equal to zero, therefore (26) C = coefficient in heat transfer correlations
reduces to Eq(18), which is the correlation developed for flow D = rod diameter
downstream of a standard support grid. As shown in Fig. 14, grid ~ De = hydraulic diameter of rod bundle4A /P,
B has the highest heat transfer just downstream of the grid. Grid C ~ Dn = hydraulic diameter of typical
has the second highest heat transfer just downstream of the sup- subchannek: 4Aq./Ps¢
port grid. The split-vane pair design, grid D, has a heat transfer f = friction factor o
performance below that of grids B and C but above that of the h = heat transfer coefficient
standard grid design, grid A. Results indicate that the pressure k = thermal conductivity
losses created by the flow-enhancing features are a direct indicator Krear = feature loss coefficient
of the local, single-phase heat transfer performance of the support ~ Kg = grid loss coefficient )
grid design. Ks = loss coefficient of base strap design
The heat transfer measurement technique implemented in the K, = modified loss coefficient
present study incorporates simplifications to the in-core operating ~NU = Nusselt number: hD/k
conditions of a pressurized water reactor. Specifically, only a sec- Nup = fully-developed Nusselt number
tion of a single rod in the bundle is heated. Implementing the P = rod pitch
measurement technique has provided documentation of the fol- ~_Pr = Prandtl number
lowing: P, = wetted perimeter of rod bundle
_— Psc = wetted perimeter of subchannel
1) pressure drop versus initial heat transfer enhancement for q = convective heat transfer
different grid designs Re = Reynolds numbers VD/v
2) effect of friction pressure losses versus form pressure losses S,x = Standard error of fit of calibration equation
on heat transfer enhancement t,05 = Student t distributior(95%)
3) comparison of d_|ff(_3rent flow enhancing feat_ures_ _ T'm = bulk fluid temperature
4) evaluation of _eX|st|ng heat transfe_r correlations in literature T, = surface temperature
for support grids with flow enhancing features u = contribution to uncertainty
5) development of new correlation to predict heat transfer for V = velocity
various support grid designs based on pressure losses 7 = axial coordinate direction
. a = coefficient in Eq.(12, 14)
Conclusions 1, B, = coefficients in Eq(10)
Single-phase heat transfer and pressure drop in a rod bundle C,; = coefficient in Eq.(12, 14)
downstream of support grid designs with and without flow- C, = coefficient in Eq.(14)

enhancing features have been investigated in the present study forA pgq
Reynolds numbers of 28,000 and 42,000. The locally averaged Apg
heat transfer downstream of eight different support grid designs Ap,q
has been documented using a heated copper sensor. Results indid pgpan

cate that pressure drop measurements can be used to develop gen-

eral heat transfer correlations for the local heat transfer down- Azyq =

stream of support grid designs. A correlation for the heat transfer
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pressure drop across grid span

grid pressure drop

pressure drop across rod span

pressure drop across complete span between two
grids

axial distance across grid span between pressure
taps=302 mm
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A new model for predicting Nusselt numbers in the combined entrance region of non-
St. John's, NF, Canada, A1B 3X5

circular ducts and channels is developed. This model predicts both local and average
Nusselt numbers and is valid for both isothermal and isoflux boundary conditions. The

M. M. Yovanovich model is developed using the asymptotic results for convection from a flat plate, thermally

Distinguished Professor Emeritus, developing flows in non-circular ducts, and fully developed flow in non-circular ducts.
) Fello.w AS,ME Through the use of a novel characteristic length scale, the square root of cross-sectional
Department of Mechanical Engineering, area, the effect of duct shape on Nusselt number is minimized. Comparisons are made
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with several existing models for the circular tube and parallel plate channel and with
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numerical data for several non-circular ducts. Agreement between the proposed model
and numerical data is withint15 percentor better for most duct shapes.
[DOI: 10.1115/1.1643752

Keywords: Forced Convection, Heat Transfer, Heat Exchangers, Internal, Laminar,
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Introduction Combined Entry, O0<Pr<w«. In cartesian coordinates the

. . . L overning equations for an incompressible and constant property
Heat transfer in the combined entry region of non-circular ducf@id in the combined thermal entrance region Fié

is of particular interest in the design of compact heat exchangers.
In these applications passages are generally short and usually au v oW

composed of cross-sections such as triangular or rectangular ge- 5+ (9—+ E_O @
ometries in addition to the circular tube or parallel plate channel. y
Also, due to the wide range of applicatipns, fluid Pran_dtl numbers ow ow oW 1dp Pw Pw
usually vary between 0<1Pr<1000, which covers a wide range U—+v—+tW—=———+v|—+ —> )
of fluids encompassing gases and highly viscous liquids such as ax —dy iz pdz Ixs - ay
automotive oils. 5 5

Areview of the literature reveals that the only models available u ar v dl +Wﬂ = a(a_z + ’9_-2) 3)
for predicting heat transfer in the combined entry region are those ax - ay Jz axs ay
of Churchill and Ozod1,2] for the circular duct and Baehr and . .
Stepharj3] and Stephafé] for the circular duct and parallel plate The pressure gradient may be written
channel. Recently, Garimella et 46] developed empirical ex- 1dp dw,
pressions for the rectangular channel, while numerical data for - ;E:WCE (4)

polygonal ducts were obtained by Asako et[&l. Additional data

for the rectangular, circular, triangular, and parallel plate channgherew,=w,(z) is the velocity of the inviscid core. The above
are available in Shah and Londpn], Kakac et al[8], Rohsenow equations are subject to the no slip conditiog,,= 0, the bound-

et al.[9], and Kakac and Yen¢L0]. A complete review of design edness conditiom(x,y,z) # % along the duct axis, and the initial
correlations is presented later. In addition, data are reported for ghdition w(x,y,0)=w. In cartesian coordinates, one additional
circular annulus in[7]. The models reported in this paper arequation is required to relate the two components of transverse

applicable to the annulus, but only for the special cases whejfglocity. To date, very few solutions to this set of equations, Eqs.
both surfaces of the annulus are at the same wall temperaturqpr4), have been obtained.

wall flux condition. ) )
The present work will develop a new model using the Churchill Fully Developed Hydrodynamic Flow, Pr—c. In cartesian
and Usag[11] asymptotic correlation method. In this method, th&éoordinates the governing equation for fully developed laminar
special asymptotic solutions of the combined entry problem aflW in a constant cross-sectional area duct is
used to develop a more general model for predicting heat transfer 2w 2w 1d
coefficients in non-circular ducts. == an
ox? " oy?  udz

®)

Governing Equations which represents a balance between the pressure and viscous
In order to fully appreciate the complexity of the combinedorces.

entry problem, the governing equations for each of the three fun-If the velocity field develops quickly, then the energy equation

damental forced covection problems are reviewed. These areirasartesian coordinates for thermally developing laminar flow in

follows: combined entry or simultaneously developing flow, thducts of constant cross-sectional area is given by

thermal entrance problem or Graetz flow, and thermally fully de- ) )

veloped flow. o1 T _wdT

_+____
x> 9y’ a9z

6

Contributed by the Heat Transfer Division for publication in th®URNAL OF . . . . -
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 14Wherew=w(x,y) is the fully developed velocity profile. This is
2003; revision received October 2, 2003. Associate Editor: N. K. Anand. the classic Graetz problem for a non-circular duct.
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When the flow becomes thermally fully developed the energy A solution for the circular tube based upon the Karman-
equation may be written in terms of the mixing cup temperatuf@ohlhausen integral method was first developed by Kag$and

Tm(2), Kays and Crawford12] later corrected by Kreith14]. It is given by the following expres-
AT #T wdT, sion which is only valid for small values of the parametér
e dz % 1 1
for the uniform wall flux(UWF) condition, and Num'T:Em 1-2.65z*)%pr 1 (19)
PT T w( T,—T\dT, which is valid for P2 andz* <0.001.
W* WZ: ;(ﬁ dz 8) For the case of a parallel plate channel, Steglddrcorrelated

. . numerical results in the following way:
for the uniform wall temperaturdJWT) condition, where

Tm(2)= v% f fAWTdA 9)

Later, a model is developed which utilizes a number of limitin
approximate solutions to these equations. These are as follo
fully developed flow, thermally developing flow, and lamina
boundary layer flow. 0.024z*) 1140.0179P¥1(z*)~064-0.14

A dimensionless heat transfer coefficient or Nusselt number Nu, 1=7.55+ PP z7) 02
may be defined as (1+0.0358 (z*)

0.024z*) "+
1+0.0358PF1/(z+) 064
which is valid for 0. Pr<1000. Shah and Bhatti, see RE8],

%btained the following expression for the local Nusselt number
\rﬁ%m the correlation developed by StepHdn

Ny, 7= 7.55+ (16)

a7
Nup= quw(2) £ _ E (10) Sparrow[lS] using the Karman-PohIhagsen integrql method,
k(?w(z)_Tm(z)) k obtained the following approximate analytical expression for the
_ Nusselt number
whereT,(2) is the bulk fluid temperaturel,,(z) is the average
wall temperature, and,,(z) is the average wall heat flux at any 0.664
point along the duct. For UWTT,,= Constant and for UWF,, NUm,T:W3(1Jr 6.27 Prz+)49)12 (18)
= Constant. P
N In termsboféh;e_ sc()jlutlo?sil to Eg$1—4), the Nusselt number, which is valid for P2 andz* <0.001.
U, may be detined as follows: Churchill and Ozod1,2] developed Eqs(19,20), for the local
1 oT Nusselt number for the UWF and UWT conditions, where Gz
P 47 ~n ds = 77/(4_2*) is the Graetz number, in the combined entrance region
Nu,= £ w (11) of a circular duct. These models were developed using the
1 1 asymptotic correlation method of Churchill and UsHdi] and are
P % des_ﬂf fAW TdA valid for all Prandtl numbers € Pr<ee, but only for the circular
duct.
wheredT/dn represents the temperature gradient at the duct wall
with respect to an inward directed normds is the differential of Nu,r+1.7

arc length, is an arbitrary characteristic length scale to be de- 53571+ (Gz/97)%°%®
termined laterA is the cross-sectional area aRdis the wetted

perimeter of the duct. Traditionally;=4 A/P, the hydraulic di- _|14 Gz/71 43358
ameter of the duct. Finally, the flow length averaged Nusselt num- - [1+(Pr/0.0468%3Y9 1+ (Gz/97)%°%*
ber is related to the local Nusselt number through (19)

1 (z

Nuzzf Nu(z)dz (12) Nu, y+1

0 5.364 1+ (Gz/55 0910
Literature Review G2/28.8 5/313/10
A review of the literature reveals that very little work has been :[1+ [1+(Pr/0.02072’3]1’2[1+(Gz/551°’9]3’5) }

done in the area of modeling heat transfer in the combined en-
trance region of non-circular ducts. Only the circular duct and (20)

parallel plate channel have models or correlations which cover 3
wide range of Prandtl number and dimensionless duct length.
Even for these common channel shapes, the expressions are gp

valid for particular boundary conditions and flow conditions. Only a limited set of numerical data are available for the com-
Stephan, seg3], developed a correlation for the circular tubg,ineq entrance region. In addition to numerical data for the circu-
which is valid for all values of the dimensionless duct length |5 quct and the parallel plate channel for a range of Prandtl num-

n all of the above models, the characteristic lengthlis
n. Later it will be shown that a more appropriate length scale
uld be used.

and for 0.1<Pr<ee. _ _ bers, a small set of data are available for the rectangular and
The Stephan correlatiofsee[3]) has the following form: triangle ducts for P£0.72. All of the available data and models
Nu(Pr—) for the combined entrance region are reviewed by Kakac and

NU, 1= 13) Yener[10].
™1 tant(2.432PF%(z*) ") - Finally, numerical data were obtained by Asako e{@]for the
where polygonal ducts for a range of Prandtl numbers, while Garimella
et al.[5] obtained empirical data for the rectangular channel in the
laminar-transition-turbulent regions for a number of aspect ratios.
At present, no single model is available which can predict the
(14) data for both the circular duct or parallel plate channel. Further, no

3.657 N 0.0499t .
tanf{2.264z*)1/3+ 1_7(2*)2/3) = anh(z*)

Nu(Pr—o) =
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correlating equations are available for any of the numerical data w0 N L B B B B R
related to non-circular ducts. In the sections which follow, a new
model is proposed which serves these needs.

Rectangle w/Segment
Rectangle w/Semi-Circle
Ellipse

Rectangle

Model

+/- 10 Percent

Model Development

A model which is valid for most non-circular ducts will now be
developed using an approach similar to that proposed by Churchill
and Ozod 1,2]. Churchill and Ozog¢l,2] developed a model for
the circular duct which is valid for all Prandtl numbers over the

entire range of dimensionless duct lengths, by combining a com-

il

posite model for the Graetz problem with a composite model for T e e s x
laminar forced convection from a flat plate. With some additional o T e i il forla
modification, Churchill and OzoEL,2] were able to apply these Yo 01 0z 03 04 05 05 07 08 09 1
models for all Prandtl numbers. The present approach is limited to Aspect Ratio

the range 0.1*r<, which is valid for most flows found in heat

exchangers. Fig. 1 fRe g for singly connected geometries, data from Ref.

The model development will be presented in several ste;{Z.]
First, each characteristic region: fully developed floi (
>Ly,L,), Graetz flow {>L,,L<L,), and laminar boundary
layer flow (L<Ly,L,) will be examined in detail to show how the mean channel spacing divided by the mean channel width.
each region is dealt with in non-circular ducts. Next a model iBhis alternative definition was chosen since these shapes contain
developed for a range of Prandtl numbers, duct lengths, therntiaé¢ parallel plate channel limit when aspect ratio becomes small.
boundary condition, and Nusselt number type, i.e., local or aver-Next, Muzychka and Yovanovidii8] applied the same reason-
age value. Finally, the model is compared with published daitag to the fully developed Nusselt number in non-circular ducts,
from numerous sources. Much of these data have been colledgading to the development of a model for the classic Graetz prob-
and organized by Shah and Londpf. Since much of the pub- lem.
lished data appears in graphical form in the original sources, tabuFigures 3 and 4 compare the data for many duct shapes ob-
lated values fronfi7] are used for comparison. In most cases theg¢gined from Shah and LonddiY]. When the results are based
data were obtained from the original authors, when available. upon the square root of cross-sectional area two distinct bounds
. are formed for the Nusselt number. The lower bound consists of
Fully Developed Flow. The fully developed flow limit for - a quct shapes which have re-entrant corners, i.e., angles less than
both hydrodynamic and thermal problems has been addressedgygeq, while the upper bound consists of all ducts with rounded

Muzychka[16] and reported in Yovanovich and MuzychKs7] comers and/or right angled corners. A model has been developed
and Muzychka and Yovanovidi8,19]. Additional results appear

in Muzychka and Yovanovicf20,21]and Yovanovich et al.22].

These referenceldl7—22 provide models for the classic Graetz

problem and the hydrodynamic entrance problem for forced flow, S L L L L L S B R B
and for natural convection in vertical ducts of non-circular cross-
section. In addition, Ref$20],[21] applied scaling principles to
all of the fundamental internal flow problems.

An important result of Yovanovich and Muzychka7]is that Annular Sector
the characteristic length scale for non-circular ducts in laminar % e et
flows should not be the hydraulic diameter, but rather, the square K
root of the cross-sectional area of the duct. This conclusion was
drawn from dimensional analysis performed on an arbitrarily
shaped duct with validation provided by examination of the ana-
lytical and numerical data from the literature. Bejg28] also PO By, 357
arrived at the same conclusion using his constructal theory of “}’
Organization in nature' 100 0:1 0.2 0.3 0.4 0.5 0.6 ' 0.7 0.8 0.9 1

Yovanovich and Muzychkfl7] showed that when the friction Aspect Ratio
factor-Reynolds number product is based upon the square root of
cross-sectional area, the vast number of data were reduced tBiga2 f Re ;7 for other singly connected geometries, data from
single curve which was merely a function of the aspect ratio of thef. [7]
duct or channel. They also showed that this curve was accurately

Isosceles Triangle
Right Triangle
Circular Segment
Circular Sector
Trapezoid

represented by the first term of the exact series solution for the L | N B \ P
rectangular duct cross-section. This result is given by o A Sipte ]
S5 »  Rectanguiar b
12 & & lsoscelesTriangle |
i *  Right Triangle 7
f Rez= o5 (21) , 73\ 5 S |
Ve(1+e) 1——5tank(— i
T 2e =

2 E
For most rectangular channels it is sufficient to choose 0.01 i 7
< e<1, since the rectangular channel approaches the parallel plate i ]

for e<0.01. A plot of this model with data for many duct shapes sh CH e awage o L0 ASSAAH
is provided in Fig. 1. Figure 2 shows a broader comparison with 2 1
several other non-circular ducts. Uniform Wall Tempecature (UWT) i
The aspect ratio in Figs. 1 and 2 is taken to be a measure of the B e e T

slenderness of the non-circular duct. In most cases, it is merely the Aspect Ratio

width to length ratio of the duct. However, in cases such as the
circular annulus, annular sector, and the trapezoid, it is defined as Fig. 3 Fully developed flow Nu 7, data from Ref. [7]
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where L is an arbitrary length scale.

103 - T T
e A Hige ] If the following parameters are defined:
2 ; »  Rectangle 4
& Rectangle w Segment Yl
4 ¥  Rectanglew/SemiCircle | V= X Z* — ZIE o=T-T Reﬁzw_ﬁ
3, o Rhombus . | o
2 e e ; L Re.Pr v
2f » ®  RightTriangle 1 . .
3 ot > Clroutar Sogeraet the governing equation becomes
4 ~ @ Circular Sector
QL v Sinsdd a0 %0
Ry il . CYor === (27)
AN . — gz*  Jy
st Mg, o T Lover Bound
s PN R W P . . . .
N e uenenged 2R i The governing equation may now be transformed into an ordi-
, A A T IR R nary differential equation for each wall condition using a similar-
0 01 02 03 04 05 06 07 08 09 1 ity variable[22]
Aspect Ratio
y
Fig. 4 Fully developed flow Nu , data from Ref. [7] n= —F(gz*/c*)ls (28)

Both the UWT and UWF conditions are examined. Solution to the

which accurately predicts the data for both thermal boundary cor€Vegue problem is discussed in Bird et [@4]. The 59'““‘)“ for
ditions and both upper and lower bounds. The resulting expressigfal Nusselt number with the UWT condition yields:

which is related to Eq(21) is 3V3T(2/3) [ f Re, 13 f Re, 13
187 ~0.427 - (29)

f Reﬁ) NU=—> >
while the solution for the local Nusselt number for tHgWF)

Nuz= Cl( m (22)

whereC, is equal to 3.24 for th¢UWT) boundary condition and condition yields:
3.86 for the (UWF) boundary condition. These results are the s s
exact solutions for fully developed flow in a circular tube when NU :1“(2/3)(f E) ~0 16{ Reﬁ)
the characteristic length scale is the square root of cross-sectional L 187* ’ z*
area. The parameteris chosen based upon the geometry. Values )
for y which define the upper and lower bounds in Figs. 3 and 4 areThe average Nusselt number for both cases may be obtained
fixed at y=1/10 andy=—3/10, respectively. Almost all of the from Eq.(12), which gives

available data are predicted within10 percent by Eq(22), with
a few exceptions.

(30)

— 3
NUKZENUE (31)
Graetz Flow. If the velocity distribution is fully developed

and the temperature distribution is allowed to develop, the classicThe solution for each wall condition may now be compactly
Graetz problem results. In the thermal entrance region, the resuitstten as
are weak functions of the shape and geometry of the duct. This
behavior is characterized by the following approximate analytical
expression first attributed to Leveque, $24]:

C* 1/3

ol

f Re£ 1/3
—

z

NU£= C2C3 (32)
23) where the value o€, is 1 for local conditions and 3/2 for average
conditions, andC; takes a value of 0.427 for UWT and 0.517 for
whereC* is the dimensionless mean velocity gradient at the duct 1, Leveque approximation is valid where the thermal bound-
wall and z* is the dimensionless axial location. Thus,df is a1y Jayer develops in the region near the wall where the velocity
made a weak function of shape, then Nu will be a weaker functigfiofile is linear. The weak effect of duct geometry in the entrance
of shape due to the one third power. region is due to the presence of the friction factor-Reynolds num-
In the thermal entrance region of non-circular ducts the thermgdy productf Re, in the above expression, which is representative
boundary layer is thin and it may be assumed to be developingdfthe average velocity gradient at the duct wall. The typical range

a region where the velocity gradient is linear. For very small digsf the f Re group is 6.54 Rey, <24, Shah and Londof¥]. This
tances from the duct inlet, the effect of curvature on the boundags lts in 1.87<f Ren Y/3< 2 2;8 hich illustrates th Kd
layer development is negligible. Thus, the we may treat the aésuts m L. < Ebh) -66, which tllustrates the weak de-

wall as a flat plate. The governing equation for this situation @endency of the thermal entrance region on shape and aspect ra-
given by tio. Further reductions are achieved for similar shaped ducts by

using the length scalé= A, i.e., see Figs. 1 and 2.

A model which is valid over the entire range of dimensionless
duct lengths for P~x, was developed by Muzychka and Yo-
vanovich [18] by combining Eq.(22) with Eg. (32) using the
€hurchill and Usagli11] asymptotic correlation method. The form
of the proposed model for an arbitrary characteristic length scale

c aT T o4
y =« Fva (24)

where the constar® represents the mean velocity gradient at th
duct wall. For non-circular ducts, this constant is defined as:

owl 1 [ aw IS
C==nl =5 P 7nl ds (29) 13 n 1n
w w NU(Z*)—([C2C3(_*) +(Nde)n) (33)
For hydrodynamically fully developed flow, the constahtis r4

related to the friction factor-Reynolds number product Now using the result for the fully developed friction factor, Eq.

fRe, ow| £ (21), and the result for the fully developed flow Nusselt number,
=—| ==C* (26) Eq. (22), withn~5 a new mode[19] was proposed having the
2 an| w f
w orm
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Table 1 Coefficients for general model

Boundary Condition

0.564
uwT C,=0.409,C,=3.24 -

3 ! HP)= AT .66aPF5 777
UWF C,=0.501,C,=3.86 0.886

") = [15(1.900PF5 777

Nusselt Number Type

Local C,=1 Cy=1
Average C,=3/2 C,=2

Shape Parameter
Upper Bound y=1/10

Lower Bound v=-23/10
_\ U35 _\)351¥s The average Nusselt number for both cases may now be ob-
f Rez f Reg . L
Nua(z*)=|{ C,Cs +1Cy| —— tained from Eq(12), which gives:
z* 8\/;67

mﬁz 2 NUE (40)

where the constant€,, C,, C3, and y are given in Table 1.  The solution for each wall condition may now be compactly
These constants define the various cases for local or average Nustten as
selt number and isothermal or isoflux boundary conditions for the

Graetz problem. The consta@t was adjusted from that found by

the Leveque approximation to provide better agreement with the

data.

Nu=—f(Pr (41)
us= r
L /—Z*

where the value ofC,=1 for local conditions andC,=2 for

Laminar Boundary Layer Flow. Finally, if both hydrody- average conditions, anidPr) are defined as
namic and thermal boundary layers develop simultaneously, the

results are strong functions of the fluid Prandtl number. In the 0.564

combined entrance region the behavior for very small value of f(Pn= [1+(1.664P1/5)%2)2° (42)
may be adequately modeled by treating the duct wall as a flat .
plate. The characteristics of this region are l'%r the UWT condition, and
NU Py 0.886 43
Pr—0 \/_Z=0.564P?’2 (35) (P0= [T+ (2.00PF5 727" “3)
R
K for the UWF condition. The preceding results are valid only for
U, small values of the parametet .
Pr—oo =0.339P%"3 (36) _
VRe, General Model. A new model for the combined entrance re-
- gion may now developed by combining the solution for a flat plate
for the UWT condition(2], and with the model for the Graetz flow problem developed earlier. The
Nu, proposed model takes the form
Pr—0 =0.886P}?2 37
Re &7 V(@)= (Yoo POI™ Y] o Y] J"MIN  (44)
u which is similar to that proposed by Churchill and OZae?]for
Pr—sco Z —0.464PF3 (38) the circular duct. This model is a composite solution of the three
VRe, asymptotic solutions just discussed.

for the UWF condition1].

Composite models for each wall condition were developed
Churchill and Ozoé1,2]using the asymptotic correlation method
of Churchill and Usagi11]. The results may be developed in
terms of the Pr-@ behavior or the Pr-ss behavior. For internal
flow problems, the appropriate form is chosen to be in terms of
the Pr—0 characteristic which introduces the Peclet number Pe

=RePr:

This results in the following model for simultaneously devel-

k%ping flow in a duct of arbitrary cross-sectional shape

Nuz(z*)=

1/3] 5

SRIGH f Rejz
) o]

1/m

(45)

e fRe\g 5\ m/5
' 8\/7—767

Co The parametem was determined to vary between 2 and 7 for
C, P8\ n all of the data examined. Values for the blending parameter were
( C ) found to be weak functions of the duct aspect ratio and whether a
* local or average Nusselt number was examined. However, the
whereC, andC.,, represent the coefficients of the right hand sidelending parameter was found to be most dependent upon the

of Egs. (35—-38. The correlation parameter may be found by fluid Prandtl number.

solving Eqg.(39) at an intermediate value of Pr where the exact A simple linear approximation was determined to provide better
solution is known, i.e., Rt 1. This leads te=4.537 for the UWT accuracy than choosing a single value for all duct shapes. Due to
condition andn=4.598 for the UWF condition. For simplicity, the variation in geometries and data, higher order approximations
n=9/2 is chosen for both cases. offered no additional advantage. Therefore, the linear approxima-

Nu, _
RePn'?
(Re,Pr) 1+

7 = F(PD) (39)
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tion which predicts the blending parameter within 30 percent wdsble 5 Comparison of model and data for rectangular duct
found to be satisfactory. Variations in the blending parameter bfl: Pr=0.72, (min/max—% diff)

this order will lead to small errors in the model predictions;
whereas variations on the order of 100 percent or more, i.e.,
choosing a fixed value, produce significantly larger errors. The 1

resulting fit for the blending parameter is
m=2.27+1.65P#*
The above model is valid for 0<1Pr< which is typical for

most low Reynolds number flow heat exchanger applications.
Finally, the following model was developed by Muzychka an

(46)

e=bl/a Nup, Nu, 4 [\ [V
—20.7/1.21 —-0.18/13.14 —3.75/14.8
1/2 —18.5/7.48 -0.11/13.13 —2.42/14.6
1/3 —16.5/7.43 —0.05/13.4 —0.42/13.16
1/4 —14.6/6.73 —0.04/12.04 —0.33/13.5

J]ar ducts [7] (min/max—% diff)

Table 6 Comparison of model and data for equilateral triangu-

Yovanovich[18,20]for the apparent friction factor in the entrance py NU, 1 NUp, 7 NU, NI
region. It is given here for completeness as follows:
0.72 -14.17/-1.85 —11.1/12.27 —1.50/419 —8.92/4.84
12 2 [344\21¥2 = —-12.11/-6.81 —7.24/-2.09
= + J—
FapoRem 19 = =
Je(1+€)|1— —5tanH =
™ 26 100 T T TTTTT TTTTTT] T TTTT T T T
(47 wl %
It predicts most of the non-circular friction data within o a preze ]
+10 percent. wlb ®  DuafromRet. 7] .
ol S22 Model Eq. (45) i
CAR 0000 e s s Churchill and Ozoe [1], Eq. (20)
Comparisons of Model With Data < wf 1
Comparisons with the available data frdi| are provided in =
Tables 2—6 and Figs. 5—-11. Good agreement is obtained with the 10 — —
data for the circular duct and parallel plate channel. Note that
comparison of the model for the parallel plate channel was ob-
tained by considering a rectangular duct having an aspect ratio of g
e=0.01. This represents a reasonable approximation for this sys- Ll ol EEEEET TR
tem. The data are also compared with the models of Churchill and St o -y ! !
0Ozoe[1,2] and Stephari3,4] for the circular duct and parallel
plate channel in Figs. 5-8. Fig. 5 Simultaneously developing flow in a circular tube

The model is compared with the data by determining the pefy,, ,, data from Ref. [7]
cent difference between the data and the model predictions. Maxi-

mum and minimum values of the percent difference are given in

Tables 2—6 for each set of data.

The numerical data for the the UWT circular duct fall short of ©
the model predictions at low Pr numbers. However, all of the
models are in excellent agreement with the integral formulation of

TTTTTT RERR

a
L}

LA AL B R

Pr=0.7

Pr=2.0

Pr=5.0

Data from Ref. [7]

Model Eq. (45)

Churchill and Ozoe [2], Eq. (19)

L1irieg

:;: - et
z 8 8
Table 2 Comparison of model and data for circular duct [7] T ]
(min/max—% diff) M ]
Pr Nu 7 Nup 7 NU, - 1 ]
0.7 —6.59/-0.07 —14.69/3.87 —0.08/3.98 \ ‘ J | ‘ ‘
20 _843/_007 _1907/134 _007/519 010001\ \\I}oﬂi“”\ IIH;I01 I \|m;1 1 unm1 | IHIH1\° 1 “HI1“00
5.0 —8.65/—-0.07 —24.41/-0.60 —0.20/5.40 ’ ’ ’ o
® —1.24/8.57 —1.60/5.27 £
Fig. 6 Simultaneously developing flow in a circular tube
. Nur ,, data from Ref. [7]
Table 3 Comparison of model and data for parallel plate chan- '
nel [7] (min/max—% diff)
109007 T T T T T T T T
Pr Nuy, 7 Nu, y : :\ a Pr=0.7 |
e R [ Pr=2.0 7
0.1 —13.33/6.32 N/A 2NN Pr=50 ]
0.7 —5.17/7.43 —1.59/5.32 “r it )
2.0 —0.24/7.43 —1.79/4.49 £ :\ ~ Stephan [3], Eq. (13) 7
5.0 —0.02/13.75 —0.05/6.01 P C |
0 1.60/10.0 —9.93/7.03 F T
z
10 — -
Table 4 Comparison of model and data for square duct [7]
(min/max—% diff)
Pr NU; 4 NUm, 1 |l il o gy
01 _045/1132 —814/1142 0.0001 0.001 0.01 0.1 1 10 100
1.0 —2.19/2.56 —6.72/4.82 z
10 —1.96/1.52 —1.15/5.07
e —2.76/1.73 Fig. 7 Simultaneously developing flow in a circular tube

Nur p,, data from Ref. [7]
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1000 — T T AL R L B AL T TTTI 50 T TTTTT T T L TTTTT
. N | | -
LV Pr=01

\ A :
o - s reom ] N Pr=0.4
\\f\\ e Pr=10 B %0 = ] Pr=1.0 -
Pr=10
\ \ Pr=50 | .
a\ . Data from Ref. [7] [ Data from Ref. [7]
R Model, Eq. (45) o - Model, Eq. (45) -
ffffff Stephan [4], Eq. (16) |
e <
=
E) =
= z
100 — 10 —
|
1 1
‘ L \‘HH\ 11 HH‘ \H\M‘ 1 \HH‘\‘ LoXil \*HJ Lol ‘ .
1E-007  1E-006  1E-005  0.0001 0.001 0.01 0.1 ‘ Ll Ll S, I O 1|
7 0.001 0.01 0.1 1
*

Fig. 8 Simultaneously developing flow in channel Nu 7.m . data

from Ref. [7] Fig. 11 Simultaneously developing flow in square duct Nu Hom s

data from Ref. [7]

Kreith [14]. Good agreement is also obtained for the case of t
square duct for all Prandtl numbers. Comparisons of the modk

with data for the rectangular duct at various aspect ratios, s dheel.accurac for each case mav be imoroved considerably b
Table 5, and the equilateral triangular duct, see Table 6, show. y y P y by

that larger discrepancies arise. Also included in Tables 2—6 are {d}!.'Séng the O%W?" vzlilue of the pgramehter HO(\jNelveI}:;.tI'}:I]IS. |n(tjro- d
results of Muzychka and Yovanovichl9] for the case of uces an additional parameter into the model which Is deeme

P unnecessary for purposes of heat exchanger design. The proposed
e : : . @8del predicts most of the available data for the combined entry
The data used for comparison in Tables 5 and 6 were Obtalnproblem to within+ 15 percent and may be used to predict the

by Wibulswas{25]. In this work, the effects of transverse velociy at transfer characteristics for other non-circular ducts for which
ties in both the momentum and energy equations were ignor?ﬁf
ére are presently no data.

Comparison of the data for the_ square duct at PO obtained by The present model also agrees well with the published models
Chandrupatla and Sas{26] which includes the effects of trans-of Churchill and Ozod1,2], Egs.(19,20), and the models of

Stephari3,4], Eqs.(13,16), for the tube and channel. It is evident
from Figs. 5—8 that the present model provides equal or better
accuracy to the existing expressions.

Ngrse velocities with the data of Wibulsw#&25] for Pr=0.72
Eows that the discrepancy is likely due to the data and not the
o

1000 T T T T T T URRLLLL B R EL BRI

Pr=0.01
Pr=07

Summary and Conclusions
aos A general model for predicting the heat transfer co-efficient in
R e L the combined entry region of non-circular ducts was developed.
[ \,\ 1 This model is valid for 0.& Pr<e, 0<z* <o, both uniform wall
\Q' temperaturédUWT) and uniform wall flux(UWF) conditions, and
e 7 for local and mean Nusselt numbers. Model predictions agree with
numerical data to within- 15 percent for most non-circular ducts
and channels. The model was developed by combining the
asymptotic results of laminar boundary layer flow and Graetz flow
il o ol il o for the thermal entrance region. In addition, by means of a novel
1E-006 1E-005 0.0001 0.001 0.01 0.1 characteristic length, the square root of cross-sectional area, re-

z sults for many non-circular ducts of similar aspect ratio collapse
onto a single curve.

ﬂ
|
\\\Ha

* o m»>

Nuys

100

Fig. 9 Simultaneously developing flow in channel Nu H.z, data
from Ref. [7]
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ol Model, Eq. (45)
< | Nomenclature
= |
= { A = flow area,m?
a = major axis of ellipse or rectangle
b = minor axis of ellipse or rectanglen
St C = constant
= C; = constantsj=1..5
Ll ool Lo D — dlameter Of CII’CU|aI’ duCtm
o.001 oo . o ! D, = hydraulic diameter of plain channek4A/P

f = friction factor =7/(1/20w?)
Fig. 10 Simultaneously developing flow in square duct Nu Hzs Gz = Graetz numbers w/4z*
data from Ref. [7] h = heat transfer coefficient//m?K
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Fluctuating Temperature

Measurements on a Heated

Cylinder Placed in a Cylinder
&3 Wans § Near-Wake

Y. Zhou

e-mail: mmyzhou@polyu.edu.hk . __ . .
The local time-averaged temperatufig and its fluctuating componer on the surface

X. W. Wang of a heated circular cylinder immersed in a cylinder near-wake were measured using a
fiber-optic Bragg grating (FBG) sensor. Three cylinder center-to-center spacing, i.e.,
W. Jin L/d=5.20, 2.50, and 1.18, were investigated. In order to validate the FBG sensor mea-

surement, a thermocouple and a single hot-wire were employed to meadsore the
Department of Mechanical Engineering, hez_ated cylinder z_ind streamwise fluctuating velocityii_n t_he near-wake of the (_jownstream
The Hong Kong Polytechnic University, cyllnder, respectlvely. The FBG sensor measurement & in gqod agreement with that
Hung Hom, Kowloon, Hong Kong 5|multane_ously obtained by the thermocouple._The measiyés closely correlated to
the hot-wire measurement; th&-spectrum exhibits a pronounced peak at the vortex
shedding frequency, as identified iy Efor eachL/d. The esults suggest that the FBG
sensor can be used to measure reliably both time-averaged and fluctuating temperatures.
The heat transfer characteristics of the heated cylinder are examined for different L/d
and further compared with the case of an isolated cylinf®OI: 10.1115/1.164391]0

Keywords: Cylinder, Experimental Flow, Heat Transfer, Measurement Techniques, Sen-
sors, Temperature, Wakes

1 Introduction perature. Experimental investigations of the heat transfer problem
The flow behind two inline circular cylinders has been investl"eround two inline circular cylinders have been concentrated
y mainly on the measurement of the global and local heat transfer

gated extensively in th_e past due to its practpal S|gn|f|ca_nce é%efficients, usually obtained by measuring the local heat flux and
many branches of engineerifi)—4]. Representative applications

include_ tu_be bgnk heat exc_hanger, adjacent tall buildings, b_und ! fl;l(t:aen:ggsglmtgiintte ?oﬁ? tL_Jrrr(]eedéf;e;;eg?etht;eltc\l)\lcea?nﬂltjlgtteugglrllgder
transmission lines, and piles of oﬁshore.platfor{ﬁs-ﬂ_. This surface temperature and in particular its relationship Witth are
flow depends to a great extent on the ratiéd, whereL is the 1, yever scarce in spite of its significance in understanding the
center-to-center cylinder spacing adds the cylinder diameter. v sics of heat transfer. One objective of this work is therefore to
The flow may be classified into three flow regim{@s4,8]. For jnyestigate the dependence bfd of the local fluctuating surface
large spacing I(/d>3.4~3.8), a vortex street is observed betemperature.
tween the cylinders. Vortex shedding from the downstream cylin- A'number of well-established techniques are available for tem-
der is synchronized with that from the upstream cylinder, andgrature measuremenfa6]. Morris [17] classified these tech-
binary vortex street is formed behind the downstream cylind@iques into eight categories based on their operating principle, i.e.,
[2,9]. At intermediate spacing, i.e., %2.8<L/d<3.4~3.8, the thermal expansion method, thermocouples, resistive sensors,
shear layers separating from the upstream cylinder re-attach qQuartz thermometers, radiation thermometers, thermogfien-
the downstream cylinder and the vortex street is observed omhal imaging), acoustic thermometers, and fiber optic temperature
behind the downstream cylinder. For very small spacing, i.esensors. Most of these techniques are suitable either for a particu-
L/d<1.2~1.8, the shear layers separating from the upstream c¥dr situation or for the measurement of the time-averaged tempera-
inder roll up behind, without reattaching on, the downstream cyiure. For example, thermograph provides the static temperature
inder, forming a vortex street downstredBs. distribution over a surface. Radiation thermometers are noninva-
The study of the heat transfer characteristics of a heated circusére, though largely suitable for a high temperature situation.
cylinder placed behind another cylinder is of particular relevandscoustic thermometers cater for needs to measure cryogenic tem-
to heat exchangers. As discussed earliet /b varies, the flow perature[17]. Fluctuating temperatures may be measured using
around the downstream cylinder may be divided as three distitbermocouples, resistive sens¢f—19. Thermocouples suffer
regimes. One may expect heat transfer characteristics on this d§®m a poor dynamic response and consequently are generally
inder to be different between the flow regimes. A thorough undeised to measure the time-averaged temperature or fluctuating tem-
standing of the characteristics is crucial for optimizing the perfoperature of a low frequenchl6]. In the presence of a flow, this
mance of heat exchangers. It is well known that the flogchnique may be intrusive to the flow. Resistive sensors, such as
separation point may oscillate circumferentially as the boundaf{e wires used in the gas flow or thin metal films for solid sur-
layer separates from a circular cylindgt0—13. Naturally, the faces, have good dynamic responf2@]. However, both thermo-
surface temperature fluctuates and local heat transfer from @RUples and resistive sensors are prone to corruption by a neigh-
cylinder to fluid varies azimuthallj13—15, resulting in the non- borlng electromagnetic fleld_. Therefore, another objective of _thls
uniform circumferential distribution of the time-averaged tem¥OrK is to seek an alternative technique to measure both time-
averaged and fluctuating temperatures on the surface of a heated

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF CIrCUlar.Cy“nde.r Ina crpss f!OW. .
HEAT TRANSFER Manuscript received by the Heat Transfer Division June 26, 2003; 1he fiber-optic technique is relatively new for temperature sen-
revision received November 19 2003. Associate Editor: P. M. Ligrani. sors[17,19]. A typical application of fiber-optic temperature sen-
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Fig. 2 Experimental arrangement
Fig. 1 Fiber-optic Bragg grating sensing system (adapted
from Kersey et al. [23]; Ho et al. [26]). TOF denotes a tunable
optical filter, and LP and HP stand for low pass and high pass, factor and can be determined by a calibration process. The FBG
respectively. system, dynamically dependent on the characteristics of the TOF

and the FBG sensor24—-25], can measure fluctuating strain/
) ) temperature up to 20 kHz for a single FBG sen&t§]. The dy-
sors is to monitor or measure the average temperature or tempefamic characteristics of the FBG system have also been validated
ture.dlstrlbutllon of large s'urfaces or Iong quem9,21,22]. Wlth in [24—25]. Using a wavelength detectdn\g can be converted
the introduction of a grating on an optic fibg#3], the resulting jntg the variation of light intensity. The intensity variation is sub-
fiber-optic Bragg gratingFBG) sensor is capable of the measuresequently converted into an electric current or voltage through a
ment of fluctuating strain on a structure. Zhou et{a#t]and Jin  photo-detector. Thereford,is related to that of the electric signal.
et al.[25] have successfully applied this sensor to measure dy-The time-averaged temperature measurement is carried out by
namic strain, due to vortex-excitation, on a flexural slender Cyl"%‘canning the TOF and recording the TOF control voltades-
der. Ho et al.[26] recently demonstrated that the sensor can bg\/r and Vo= Vs, which correspond to the center wavelength
used to provide both static and dynamic measurands. Itis intendgdne TOF aligned to the Bragg wavelengths of the reference and
presently to apply this sensor for the measurement of both timgsnsing FBGs, respectively. The Bragg wavelength of the refer-
averaged and fluctuating temperature, which induces strain oR@e grating is maintained as a constant, while that of the sensing
structure. The FBG sensor has many unique advantages. For &xging varies withd. The differential voltage/—V, is propor-
ample, its diameter can be as small as,80. Therefore, its at- tjona| to the difference between the two Bragg wavelengths and is
tachment to the structure would not seriously compromise thgarefore to the applied time-averaged temperature.
flow around the structure. Furthermore, it is immune to corruption The dynamic temperature measurement is performed by the fol-
by neighboring electromagnetic field and also causes no distywing procedure: after the aforementioned scan is completed, the
bance to the temperature field. In view of these advantages, i8F control voltage Vor, is tuned to and held at a constant
technique is most attractive for temperature measurements OQafueV, =V +AV,, corresponding to a maximum slope point on
cylinder in a cross flow. the reflection spectrum of the sensing FBG. Around this operating
. point, the sensor response is linear and most sensitive to a small
2 Concept of FBG Sensing System dynamic temperature. Any dynamic temperature applied to the
The FBG sensing system was built in-ho(i2é], consisting of sensing grating is transformed linearly into a light intensity varia-
a sensing FBG, a reference FBG, a broadband light sourcetian that is converted into a time varying voltag€,c) at the
tunable optical filter(TOF), a fiber coupler, a photo-detector, aphoto-detector output. Th&V value is determined by the spec-
low pass electrical filter, a high-pass electrical filter and the datigal characteristic of the sensing grating. By repeating the
acquisition and signal processing uiiiig. 1). Light from the scanning-and-holding process, the time-averaged and dynamic
broadband source first passes through TOF and then split into ttemperatures can be measured alternatively. The scanning and
by the fiber coupler, one to the sensing FBG and the other to thelding times can be adjusted and should be selected carefully to
reference FBG. Light reflected from the two FBGs is combined hyptimize the measurement performance.
the same coupler and is fed into the photo-detector. The photo-
detector converts optical signal to electrica_l signal that is furthey Experimental Details
processed to give two outputs, onéy) for time-averaged tem-
perature measurement and the othéxd) for dynamic tempera- 3.1 Experimental Setup. Experiments were conducted in a
ture measurement. suction-type wind tunnel with a 0.5 m long working section
The FBGs are formed inside the core of an optical fiber b§0.35 mx0.35 m). The streamwise velocity is uniform to within
introducing a periodic change in the refractive index along tH&05% and the free stream turbulence intensity is 0.2%. Two iden-
fiber (Fig. 1). Assuming the input signal to be broadband lighical brass circular tubes with outer diamet#19.0 mm and
incident on the grating, a narrow band signal is reflected backwaall thickness6=2.5 mm were arranged in line and vertically
the Bragg resonance wavelength=2nA [23], whereA is the mounted in the mid-plane of the working sectigfigs. 2 and 3).
grating pitch andh the averaged fiber refractive index. When aThey spanned the full height of the tunnel, resulting in a blockage
optical fiber built with an FBG sensor is bounded on the surface of about 5.4% and an aspect ratio of 18.4. The downstream cyl-
the structure along the cylinder span, the fiber and the FBG sensater was located at 250 mm away from the exit plane of the
will follow the surface temperature of the cylinder. Any perturbatunnel contraction. Its location was fixed throughout experiments;
tion, say due to applied temperature variationof the grating L/d was adjusted by varying the upstream cylinder position in the
results in a variation i\ andn, and therefore a shifk\g in Ag.  streamwise direction. The structural rigidity of the test cylinder is
The value ofA\g is related tod by ANg=K 6, whereK is a scale very large, the vortex-induced cylinder vibration being negligible.
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FBG sensor & 3.3 Hot-Wire Measurements. The wake fluctuating veloc-
Thermocouple ity u was monitored by a single Tungsten hotwire placed/dt
=2 andy/d=1.5, wherex andy are the stream-wise and lateral
coordinates, respectively, whose origin was chosen at the center of
the downstream cylindetFigs. 2 and 3). At this location, the
reversible flow effect on the hotwire measurement should be neg-
ligible. The hotwire was operated at an overheat ratio of 1.6 with
Heating element a constant temperature anemometer.
The signalsu, 65, and 6s were simultaneously measured and
Fig. 3 Schematic of test cylinders amplified and then digitized using a 12-bit A/D board and a per-
sonal computer at a sampling frequency of 3.5 kHz per channel.
At Re=9080, the frequency of vortex shedding from the inline
cylinders does not exceed 100 Hz fofd investigated. Therefore,
a sampling frequency of 3.5 kHz is considered to be adequate.
This is crucial since the present FBG sensing system is also s&respondingly, the cutoff frequency was set at 1.8 kHz. The
sitive to dynamic straifi24—26], which may contaminate the fluc-duration of each record was 20 sec, which has been verified to be
tuating temperature signal. sufficiently long for the root mean squafens) value, 6 s, of
Three cylinder spacing ratios were investigated, ileld 0s to reach approximately constant, with a variation smaller than
=5.20, 2.50, and 1.18, respectively. These ratios were choseR%.

because the corresponding flow structures were representative % 4 Laser-Induced FluorescencéLIF) Flow Visualization
different flow regimeq3,4]. The downstream cylinder was elecy,qriments were carried out in a water tunnel with a square

trically heated using the heating element of a 3.0 mm diametg\;orking section (0.15 m 0.15 m) of 0.5 m long. The water tun-

which was positioned at the center of the cylinder tube angd iq 3 recirculating single reservoir system. A centrifugal pump

spanned th? full cylinc_ler Iengt(rlFig._ 3).' thl.JS resultin_g in an azi- elivers water from the reservoir to the tunnel contraction. The
muthally uniform heating power distribution. The time-average rea ratio of the contraction is 10:1 over a length of 0.6 m. A

temperature around the cylinder surface varies, implying a nop; : . - :
I neycomb is used to remove any large-scale irregularities prior
constant heat flux body. However, the variation is smaller than 230% Y y 1arg 9 P

. the contraction. The flow variation is controlled by a regulator
of the global mean temperature. We may therefore consider i, e 5 to a maximum velocity of about 0.32 m/s in the working
cylinder to be an approximately constant heat flux body. The he@kyion “which is made up of four 20 mm thick Perspex panels.
ing power was unchanged throughout the entire experimentS,q jniine acrylic circular tubes of an identical diameter of 10
Measurements were carried at the free stream velocily., \ere horizontally, with the upstream cylinder placed 0.20 m
U.,=7.2m/s, corresponding to the Reynolds numbej, nsiream of the exit plane of the tunnel contraction. The spac-

Re (=U..d/v, wherev is the fluid kinematic viscosityy 9080.  jnq vatios were identical to those in the wind tunnel experiments.

3.2 Fluctuating Surface Temperature Measurement. An The tubes spanned the full width of the tunnel, resulting in a
optical fiber of a 125um diameter was buried with heat-blockage of 6.7%. Dy¢Rhodamine 6G 99%was chosen to be
conducting silicone in a groove of about 125 deep along the the flow marker. For each cylinder, dye was introduced through
downstream cylinder span. The fiber, flush with the cylinder sufwo injection pinholes of 0.5 mm in diameter at the mid-span of
face using heat-conducting silicone, was built with a fiber-optiée cylinder. The two pinholes were located at 90 deg, clockwise
Bragg grating of about 1 cm in length. The grating was located apfd anti-clockwise, respectively, from the forward stagnation
the mid-span of the cylinder and measured the time-averaged td¥fint. A thin laser sheet, which was generated by laser beam
peraturef, and its fluctuating componerst, on the cylinder sur- Sweeping, pr'owded illumination yertlcally at the mid-plane of the
face. The dynamic response of the FBG sensor may be adverségfking section. A Spectra-Physics Stabilite 2017 Argon lon laser
affected by the thermal inertia of silicone between the cylind&¥ith & maximum power output of 4 watts was used to generate the
surface and sensing grating. This silicon layer, whose thernl@per beam. A digital video camera recor@@ony DCR-PC100E
conductivity is excellent, is extremely thin, about 2. There- was used to record the dye-marked VO_rte)_( streets at a framing rate
fore, the possible thermal lag effects should not downgrade toPh 25 frames per sec. Flow visualization was conducted at
significant extent the dynamic response of the FBG sensor. Bg=450.
rotating the cylinder, the circumferential distribution of tempera- . )
ture was measured. Kieft et 427] showed that heat added to a4 Results and Discussions
horizontal circular cylinder could result in a difference in the vor- ; ;
tex strength between upper and lower vortices£R8). The two %/4.1 Flow Structures. Figure 4 presents typical flow patterns

lind " icall ted i i om the LIF flow visualization for three typical flow regimes,
cylinders were presently vertically mounted, avoiding possibigyi-y reconfirm previous reports that the flow structure around
buoyancy effects on the cross-flow distribution of velocity,

o inline circular cylinders depends to a great extentlLdd
FZ,4,8]. For example, at/d=5.20(Fig. 4(a)), both cylinders gen-
erate vortices and vortex shedding from the downstream cylinder
is synchronized with that from the upstream cylinder. 1A

case that the distribution @, at R=9080 was symmetrical about
the centerline. Therefordj, and 6, were measured frona=0

deg to 180 deg onlyFigs. 2 and 3). —250 the shear la : :
. — . =2.50, yers separating from the upstream cylinder
In order to validate the FBG sensor measurem_énga_s S reattach on the downstream cylinder; the vortex street is observed
multaneously measured using a tyemnickel-chromium/nickel- only behind the downstream cylindéFig. 4(b)). AtL/d=1.18,

aluminum)thermocouple of 0.3 mm diameter placed at the samge"shear Jayers separating from the upstream cylinder overshoot

a as the FBG sensor but 2 cm=(@d) away in the spanwise he downstream cvlinder. forming one vortex stréf&t. 4(c
direction. The thermocouple was riveted in the same groove witth W i ' g vortex stréeiy. 4(c)).

FBG sensor and flushed with the cylinder surface using heat-4.2 Time Histories and Spectra. Figure 5 presents time
conducting silicone. The thermocouple measurement was carriadtories of the measureg, (upper trace), along with the simul-
out for an isolated cylinder arrangement only at=Ré&00. As the taneously measured (lower trace), ata=85 deg. The same
boundary layer separates from the cylinder, the vortex cell is chacales are used for th, (or u) signals at different./d to facili-

acterized by a typical spanwise extent of 3d [12,28]. There- tate comparison. At/d=5.20 (Fig. 5()), 65 appears closely
fore, the time-averaged surface temperature captured by the troarrelated with thes signal, both exhibiting a quasi-periodic fluc-
mocouple should be the same as that by the FBG sensor. tuation. The corresponding power spectral density functign

64 / Vol. 126, FEBRUARY 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



L/d=3520

L/d =2.50 S SR R
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Fig. 5 Time histories of u (the hot wire was placed at x/d=2
and y/d=1.5) and 6, at =85 deg. Time t=0 is arbitrary; (a)
L/d=5.20; (b) L/Id=2.50; and (c) L/d=1.18. The same scales
are used in (a), (b), and (c) for u and 6.

flow characteristics around two inline cylinders. At such small
cylinder spacing, vortices behind the downstream cylinder origi-
nate from the free shear layer separating from the upstream cyl-
L/d=1.18 inder (Fig. 4(c)), not from the shear layer around the downstream
cylinder[29]. As a result, the fluctuation of the local heat transfer
coefficient should be limited, thus leading to a minimum fluctua-
Fig. 4 Laser-induced fluorescence flow visualization in the tion in 65 and a small peak aﬁ;‘ in Eb‘s' Note that the peak iE@s

g%tgr;#gn% Tfér_]%etvlaggF'g?oviyillsngefl{?; righg.a) L/d=5.20; (b) andE, occurs atf¥ =0.247 forL/d=1.18, which is significantly
higher than at./d=2.50 or 5.20. The variation ifi{ with L/d is

(Fig. 6(a)) of 65 andE, (Fig. 6(b)) of u both display one pro- F 0177
nounced peak at} =0.177, apparently due to vortex shedding. '
The observation is expected because of the association of heat
with shedding vortices in the near wake, thus providing a valida- &
tion for the FBG sensor measurement. Some minor peaks occur at [Sa)
higher frequencies, up to 6 or more multiplesfgfin Ep,, due to 10°

the higher harmonics df; or the effects of flow separation from )
the other side of the cylinder. The observation suggests that the 10
FBG sensor has a small thermal inertia and its dynamic response

is adequate to resolve the fluctuating temperature on the cylinder
surface due to vortex shedding.

As L/d decreases to 2.50, the behavior of thesignal (Fig.

5(b)) is similar to that al./d=5.20, though the maximum ampli- 83
tude of the quasi-periodic fluctuation is appreciably reduced. The
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correspondingg,_and E, (Fig. 6) show one major peak & F iﬁ:ﬁg A \\.\;,‘l
=0.153, suggesting a reduced vortex frequency, compared with e o LR L S
that (f; =0.177) atL/d=5.20. The difference irf} is not sur- 10? 107 10°

prising in view of the drastically distinct flow structurégBigs. f =fd/U
4(a) and 4(b))between the two cases. *

WhenL/d is further reduced to 1.18, tht signal(Figs. 5C))  Fig. 6 Power spectral density function  E,_ of the fluctuating
becomes quite different from those hfd=5.20 and 2.50; 'ts.surface temperature 6 at a=85° and E, of the streamwise

fluctuation is greatly impaired. This is also reflected by the Sigpctuating velocity u: (a) E,; and (b) E,. The hot wire was

nificantly reduced major peak Eﬁs (Fig. 6(a)), which linked t0  |scated at x/d=2 and yld=15. 1/d=520' — — — Lid
vortex shedding. This observation is consistent with the reported.50; ------ , L/d=1.18.
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Fig. 7 Spectral coherences Coh,_, between the fluctuating Fig. 8 Co-spectrum Co, , between the fluctuating surface
surface temperature @, at a=85 deg and the streamwise fluc- temperature 6 at a==85 deg and the streamwise fluctuating
tuating velocity u. The hot wire was located at x/d=2 and Velocity u. The hot wire was located at x/d=2 and y/d=15.—,
yld=15.——, L/d=5.20; — — —, L/d=2.50; -++=ve- ,L/d=1.18. L/d=5.20; — — —, L/d=2.50; -+----- , LId=1.18.

o . . . tween vortices generated by the upstream cylinder and the shear
qualitatively consistent with previous report at Re5x10* by layers separating from the downstream cylinder. The interaction
Igarashi[2]. He observed that{ was minimumfZ (=0.15) at eakens the correlation between the coherent velocity &nd
L/d=2.06~2.94. This frequency was increased t0 0.27L&1  yegylting in the relatively smalCoh,,, at f* . The co-spectrum
=1.03; for L/d>2.94f% went up slowly asL/d increased, - . y _ .
though not exceeding t?lat of an isolated cylinder. Cof,Su exhibits a negative peak & for L/d=5.20 and 2.50; in
Interestingly, theu-signal at L/d=2.50 or 1.18 is rather contrastCo,, displays a positive peak & for L/d=1.18(Fig.
smooth, displaying laminar-like characteristic. Generally, at R&). The observation is reasonable. Edd=5.20 and 2.50, when
=9080, the laminar boundary layer separates from an isolaté® shear layer separates from the downstream cylinder, the
cylinder[30]. (The readers are cautioned that flow separation frostreamwise velocity measured by the hot-wire xati=2 and
the cylinder surface is complex; for example, the laminasy/d=1.5 is increasing, giving rise to a positiue Meanwhile, the
turbulent transition, boundary layer reattachment and turbulesttear layer takes heat away from the cylinder surface, resulting in
separation may occur depending on initial conditipiisis does a negativeds. As a result,§; andu tend to be anti-phased, as
not seem to be altered in the presence of an upstream cylindeicaafirmed by the spectral phasef&t(not shown), and the peak at
long as no vortex is generated between the cylinders. On the otheri, co, | is negative. AtL/d=1.18, vortices originate from the

hand,u appears quite spiky or turbulent Bfd=5.20. This is . . .

probably attributed to the fact that the near-wake dtdown- shear layer separation from the. upstream cylinféig. 4(C).)’

stream of the upstream cvlinder is turbulent there should be no direct connection between vortex shedding and
P y i Instead, the flow reversal due to the rolling up of the shear

a Itl}s;]; léldnt;%?cogtrz?ngutTLh: t Egi;nﬁiggnzggé?nsegsgg%g aﬁzg/er on the lower side of the downstream cylinder should have a
P y . P g sy dominant effect on local heat transfer on the upper side of the

could not seclude strain disturbanf26]. Great care has been linder. th lting i i K@D
taken to minimize such contamination. The present test cylind&Y "M€" tus TEsUting in a positive peak Lo, .
fix-supported at both ends, may vibrate due to vortex excitation
forces, which produces a structural dynamic strf8i]. This 5te the FBG sensor measurement. a fypthermocouple was
strain may be reflected on the FBG sensor measuref@éhtthus ’

Y - imultaneously used with the FBG sensor to measure the local
contaminating the temperature signal. Atest was thus conductediale_ayeraged temperatug on an isolated cylinder. For the pur-
identical conditiongsection 3)except the cylinder was unheated

Th di ional d by the FBG floct pose of comparison, the measured temperature is normalized by
€ corresponding sighal measured by the sensor reflects fhe global mean surface temperatu@s=1/n={_,04(i), where

structural vibration and background noise. Its amplitude w (i) represents the measured local time-averaged surface tem-
greatly reduced, compared with the heated cylinder. Furthermofé P Y

. ; L pérature anch is the total number of; measured around the
the corresponding:,_ did not show any peak, thus indicating acylinder surface. Figure 9 presents both FBG sensor and thermo-

negligible effect of the structural vibration and other nongqnle measurements @J/® on the isolated cylinder at Re
temperature based perturbations on the temperature measuremefiggg The FBG-measurz(ﬂ is about 30°C, almost identical to
Based on the test data, the signal-to-noise ratio of the presgit; measured by the thermocouple. In fact, the FBG and
temperature measurement was estimated t2° be 22t° 6. thermocouple-measured, distributions, varying from 28°C to

The spectral coherencé:oh,,Su [E(Coosu+Qt)Su)/EﬁsEu’ 32°C, are very close to each other. The good agreement between
whereCo,, andQ,_, are the cospectrum and quadrature spethe techniques provides a validation for the time-averaged tem-
trum of 6 andu, respectivelyprovides a measure of the degred’€rature measurement by the FBG sensor. Since the temperature
of correlation between the Fourier componentsdgiindu. Fig- Variation and the sensing grating are linearly related, Mg
ure 7 presents th€oh, , betweend, at a=85 deg andi for each = Kg, WlhgretK |sfa c?hnstan(sectlon Z)tv th? FBG sensfotr does n?t ,

o need calibrating for the measurements of a range of temperature

L/d. Cohyy, at f; !S 076 atL/d.:5.20, 0.97 aIL/d:.2.50 and strain[24—26,32]. The good agreement in the time-averaged tem-
0.82 atL/d=1.18, indicating a hlgh level of correlation betWeefberature between the FBG and thermocouple measurements im-
s andu. Cohy, at L/d=1.18 is smaller than ak/d=2.50, plicitty provides a validation for dynamic temperature
conforming to the fact that vortices do not originate from theneasurements provided that the FBG system has an adequate dy-
boundary layer around the downstream heated cylitfeigr 4(c)). namic response. The global mean temperatures measured by the
On the other hand, Fig. 4(andicates that at/d=5.20 the vortex thermocouple and the FBG sensor are nearly the same@i.e.,
street behind the downstream cylinder results from interaction be30°C. The discrepancy in the recirculation region, i.e.,

4.3 Time-Averaged Temperature. In order to further vali-
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Fig. 9 Circumferential distributions of ~ @/® and Nu (from Ada-
chi et al. [33]) on an isolated cylinder. ¢, @,/© measured using a,
the FBG sensor; ¢, 6,/0 measured using a type- K thermo-
couple; O, Nu at Re=5000; @, Nu at Re=11000. Fig. 10 Circumferential distributions of the local time-

averaged surface temperature  9,/® measured using the FBG
sensor. O, L/d=5.20; A, L/d=2.50; A, L/d=1.18. Re=9080.

a=105 deg-140 deg, could be ascribed to experimental uncer-
tainties. A rather conservative estimate indicates a 5% experimen-
tal uncertainty in the FBG-measurég. The experimental uncer-

tainty of a thermocouple in measuring; depends on ) R
thermocouple materials, geometrical dimension, construction BNt may enhance the local Nu, leading to the minimiyi® .

the junction and installation, et§17,19]and is presently esti- The following climb in6/® could be attributed to the growing
mated to be 10%. Given the dynamic nature in the recirculatigpundary layer. The maximumy/® occurs atx~110 deg, where
region and the poor frequency response of a thermocouple, flw separation from the downstream cylinder probably occurs.
FBG sensor measurement should be trustworthier. Similarly to a single cylinder, there is a subsequent drop between
Figure 9 also compares measuréd® with previously re- @~110 deg and 130 deg ifi/® due to an increase in Nu. The
ported local Nu &hd/k, whereh is the local heat transfer coef- Observation suggests that the impingement of vortices could act to

ficient andk is the thermal conductivity of flujdaround the cyl- delay the occurrence of flow separation from the downstream cyl-
inder at Re=5000 and 11,0483]. Nu displays a maximum at inder. This will have an adverse effect on heat transfer between

=0 deg and a minimum at~90 deg, whiled/® reaches a the cylinder and fluid, and offset the positive effect on heat trans-

local maximum atae=60 deg and a minimum ai~80 deg. A fer by the vortex impingement.

difference between thé; and Nu distributions is not unexpected. At L/d=2.50, 640 appears steadily decreasing from the lead-
Firstly, the Nu data were obtained on the assumption of a constéid stagnation pointa=0 deg), resulting from the reattachment of
heat flux body. This is strictly speaking not true for the presetfie free shear layer separating from the upstream cylitiigr
heated cylinder in cross flogsee section 3.1). Secondly, the flow4(b)). The reattachment may perturb the laminar boundary sub-
around the cylinder surface depends on initial conditions such lager, which is responsible for the main thermal resistance associ-
Re and experimental setup, which are not identical for the twased with the convective heat transf@5], thus enhancing the
cases. The circumferential distribution 6§/® is, nevertheless, local heat transfer of the downstream cylinder. One minor peak
largely in qualitatively agreement with the Nu data. In the froneccurs neara=90 deg, which may indicate the probable flow
body of the cylinder, heat transfer is adversely affected by tiseparation point. There is a rapid decreas@dt® from a=90
growing laminar boundary layer as increases and thus Nudeg to 110 deg due to increased turbulence associated with flow
gradually decreases. Accordingly /O rises, showing a local separation, and then a rapid climb because of the effect of the
maximum ate=60 deg, and then drops appreciably, reaching thecirculation region120 deg~180 deg).

minimum ate~80 deg. This drop is suspected to be connected to At L/d=1.18, the downstream cylinder is located in the recir-
the occurrence of flow separation. Flow separation from the cydulation region of the upstream cylindgt]. The d,/® value de-
inder surface is highly complex. For example, the flow separati@neases slowly fronw=0 deg to 90 deg, compared with that at
point oscillates circumferentially on the cylinder surfad®—- L/d=2.50 and 5.20, because of the long residence time of fluid
12,34], and the laminar-turbulent transition, boundary layer redtetween the cylinders. At such smhalld, the shear layer separat-
tachment and turbulent separation may occur depending on initiad) from the upstream cylinder overshoots the downstream cylin-
conditions. The averaged flow separation point may not be atder to form a vortex stredsee Fig. 4(c)). As a result, local heat
=60°; instead, it is more likely at~80 deg, which coincides transfer should be maximum near=90 deg, which is nearest to
with the maximum temperature fluctuation, as shown later in setre free shear layer blowing over. For 90 eag<180 deg,d./®

tion 4.4, and also approximately with the minimum K&ig. 9). is considerably smaller than thatlatd=5.20 and 2.50. It is pos-
For a>80°, 640 climbs steadily up tax~145 deg because the sible that the flow reversal, due to vortex shedding, in the recir-
residence time of fluid in the recirculation region increases teulation region could play a major role in heat transfer from the
wards the trailing stagnation point. downstream cylinder.

Figure 10 presents the distribution @/® on the cylinder sur-  The effect of cylinder spacing on heat transfer from the down-
face in the presence of an upstream cylinder. The measijtf@d stream cylinder is well summarized by the dependenc® afn
atL/d=5.20 differs from that of an isolated cylindefi;/® dis- L/d (Fig. 11). The measure® was 36.0°C, 27.2°C and 30.3°C
plays a minimum neatw~55 deg, followed by a steady climb upfor L/d=1.18,2.50 and 5.20, respectively, the corresponding
to a~115 deg. Evidently, the boundary layer development overarying from 35.5°C to 36.4°C, 26.9°C to 27.4°C, and 29.9°C to
the upstream surface of the downstream cylinder is affected by t8@.6°C, respectively. Apparently, heat transfer is worst at very
impingement of vortices shed from the upstream cylinder. OsmallL/d. At L/d=2.50,0 is minimum. Since the heating power
flow visualization datdFig. 4(a)), with the caveat of a lower Re,was unchanged throughout the entire experiments, the result indi-
suggest the impingement of vortices@t+60 deg. The impinge- cates that the best performance of convective heat transfer occurs
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aor 5 Conclusions
r Re = 9080 L ) .
r To our knowledge, this is the first attempt to measure simulta-
3 neously the time-averaged and fluctuating surface temperatures on
6 B a heated cylinder immersed in the wake of an upstream cylinder
I using the FBG sensor. Thrééd ratios, 5.20, 2.50, and 1.18, were
® L investigated. The measurements were compared with those ob-
30~ tained for an isolated cylinder. The investigation leads to the fol-
L lowing conclusions: o
- 1) The local time-averaged surface temperatly® measured
257 é ‘ é - J; ‘ 5' using the FBG sensor is in good agreement with that simulta-
neously obtained by &-type thermocouple. Furthermore, the
Ld measured fluctuating temperatuig © is closely correlated to the
Fig. 11 Influence of L/d on the global mean surface tempera- hot-wire measuremgnt. T'h_e pgwer spectrﬁps]exhlblts a promi-
ture O of the downstream cylinder nent peak af? , as identified inE,, for eachL/d; the spectral

coherence at; ranges between about 0.8 to almost 1. The obser-
vation is consistent with the fact that in the near-wake heat is
associated with vortices shed from the heated cylinder. The results
) ) ) ) ) suggest that the FBG sensor can provide reliable measurements
in this flow regime. AsL/d increases further® climbs slowly o hoth time-averaged and fluctuating surface temperatures on
probably resulting from a delayed flow separation, due to vortgXjinders in a cross flow. The sensor is characterized by small
impingement, from the downstream cylinder. thermal inertia and its dynamic response is excel[@]. The
4.4 Circumferential Distribution of @ . The circumfer- Major limitation of its dynamic response comes from heat conduc-
ential distribution off; s for eachL/d is given in Fig. 12, along tion between the fiber and surroundings material. In addition, The

with that around an isolated cylinder measured at the same REG Sensor can be used reliably up to 60936].

The 6 ,ms/® of an isolated cylinder displays a maximum at 2) The cwcumfere_ntlal distribution of _the local tlme-average_d
a~82 deg, which should be the flow separation point. The assétrface temperaturéy/®, measured using the FBG sensor, is
tion is consistent with previous reports that the separation pofigalitatively consistent with the reported flow characteristics
varied from «=75° to 85° for Re=1.0620° [11]. The mean around two tandem cylinders in cross-flow, which provides further
location is dependent upon R84]. For example, Higuchi et al. validation for the proposed technique. For relatively large cylinder
[12]found that the separation point oscillated between 87 deg aPRPCiNgL/d=5.20, the flow separation point appears shifted from
95 deg at Re=1.96%0°, while Achenbach10]'s investigation a~85 deg in an isolated cylinder casede-110 deg, as a result

indicated that boundary layer separation occurred at 78 deg fgm the vortex impingement on the upstream surface of the cyl-

; L der. AsL/d decreases to 2.50, there is an appreciable dip in
Re=10 and shifted to 94 deg for Re=3x10The minimum ™ -
0s.ms/ ©® occurs at the leading and trailing stagnation points. Tr]ee‘/(9 al a~30 deg~50 deg, due to the re-attachment of the shear

present observation conforms to Scholten and Mufidf's heat 2Ye' Separated from the upstream cylinder, which may lead to an
flux measurement, which indicated a large fluctuation in the he@ﬂeisfsme—t?%I(i)r??rleNa:e%nftrgisgvgncfge?gng%ymderHﬁt\A\:\Zrs?:all
flux on the cylinder surface at=85 deg (Re=21580). The cir- P S N 9 9 ’

cumferential distribution of, .. on the downstream cylinder sur- 2PPears decreasing from=90° to 180°, due to the enhanced
face is similar to that of an isolated cylinder. The maximunl‘l)ackflow effects of the vortices generated from the upstream cyl-

0. J© occurs ata~85 deg~90 deg. The MiNIMUG, /O inder. The global mean surface temperat@eis minimum at

occurs ate=0 deg and 180 deg. It is evident that the maximurﬁld:z'so’ indicating a higher global Nu in this flow regime.

. . : . : 3) The circumferential distribution of displays a maxi-
0s.ms/ © increases with./d (Fig. 12), and in all cases is substan- = N orms ;
tially smaller than that in an isolated cylinder case. mum ata~85 deg—90 deg for two cylinders in tandem. This

location slightly deviates from that of an isolated cylinder=80
deg). The maximum value of .s/® increases with./d and
reaches the maximum for an isolated cylinder.

0.0004
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@ L ’ . Nomenclature
w -
E 00002} K e COpu = cospectrum o andu
> i o 0 " Cohyy = spectral coherence betweégandu
| ¢ Qod00” 20, e, d = diameter of circular cylindefmm)
- Ooo° OOOOO et Es(f) = spectrum of fluctuatiorB (3 represents eithefls or
0.0001~ , o&° “ % u), normalized so thaf JE 4(f )df=1
e aadasatlan, X 0=B
o sioaaastat “munf% f = frequency in spectrum analysisiz)
T T N fs = vortex shedding frequency of a stationary cylinder
45 90 135 180 (Hz)
o h = convection heat transfer coefficient (W)
k = thermal conductivity of fluidW/mK)
Fig. 12 Circumferential distribution of the rms value Os.ms 1O L B Center'lto'center;yhﬂder spacirigim)
of the fluctuating surface temperature  @,. Re=9080. 4, Iso- Nu = Nusselt numberd]/
lated cylinder; O, L/d=5.20; A, L/d=2.50; A, L/d=1.18. Quu = quadrature spectrum @, andu
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(nm) Wiley & Sons, New York.
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03 = ﬂuctuatlng Surface temperature_ An over bar repre_ TSBt,éJOhIFI Vc\illley & Sons Ltd. Baffins Lane, Chichester, West Sussex PO19
ime. o , England.
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0 = global mean surface temperatarg&/n> i[ 1?5(”’ (2] Pipelines,” IEEE Trans. Ind. AppllA-23(6), p. 1061.
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[DOI: 10.1115/1.1643909

Keywords: Heat Transfer, Microscale, Modeling

1 Introduction channels was reported by Li and co-worké¢l®,11]. In these

Fluid fi d heat t fer in mi h Is h b studies, the fluid flow and heat transfer are assumed to be hydro-
uid flow and heat transfer in microchannels have become gy, mically and thermally fully developed.

important research area due to their wide applications, such @5 the pest knowledge of the present authors, there is no study
microchannel heat sink in electronics cooling, MEMS based flg the effect of the EDL in the developirgoth hydrodynamic
idic devices, ranging from sensors such as pH and temperatureai®| thermalyegion of a pressure-driven flow. As shown by Yang
fluid actuators, such as pumps, mixers, and valves as well as Labal.[7], in the developing microchannel flow regime the Boltz-
on-a-Chip or Bio-chip systems for drug delivery, chemical analynann equilibrium distributions cannot be assumed. Furthermore,
sis, and biomedical diagnosis. Fundamental understanding of the fluid properties, such as viscosity, conductivity and dielectric
fluid flow and heat transfer characteristics in microchannels ¢onstant of the fluid are all temperature dependent. When the fluid
crucial to the optimum design and process control of these miciig-heated, some of these parameters, which have great effect on
fluidic devices. However, many experimental observations of nibe fluid flow and heat transfer, cannot be assumed as constants.
crochannel flow behavior, such as nonlinear pressure distributiondn this article, a mathematical model is developed to study the
[1], early transition from laminar flow to turbulent floj2], and el_e(_:trokln_etlc effect on liquid flow and heat tr_ansfer ina parall_el
dependence of flow characteristics on channel dimerf@pand Sht including the general Nernst-Planck equation describing anion
fluid type (e.g., polar or non-polar fluiog4], still cannot be ad- &Nd cation distributions, the Poisson equation determining the
equately explained by conventional theories. e_IectrlcaI_ potential proflle,_the continuity equation, a_nd the modi-
fied Navier-Stokes equations governing the velocity field. The

A possible explanation of the observed anomalous depende'ﬁfsﬁte-Volume method FVM) of Patankaf12] is used to solve

of. flow chargcteristics on the chgnngl size and quid. propertigg, system of coupled governing equations. A new streaming po-
might be attributed to the electrokinetic effect. In the literature, @ntial for developing flow is presented. The characteristics of the
variety of analytical and numerical studies have been reportedggsssure-driven flow in the presence of the electroviscous effect
investigate the electrokinetic effect on fully developed liquid flovare examined. Some fluids properties are temperature dependent.
characteristics in microchannels of various geometric domains.The remainder of this article is divided into four sections. The
Yang and Li[5,6]considered a pressure-driven flow in rectangulanathematical formulation of the problem is presented in the next
microchannels. A two-dimensional electric potential model wasection. This is followed by a section describing the physical
proposed, and was solved both analytically using the Debymodel, boundary conditions and material properties. The numeri-
Hiickel linear approximatiofi5] and numerically{6]. A Green’s cal method used to solve the governing equations is also discussed
function approach was developed to obtain a close-form solutifhthis section. Next, the numerical results are discussed. Finally,
of the flow field. Moreover, Yang et aJ7] examined liquid con- Some remarks are given to conclude the article.
vective heat transfer in a rectangular microchannel, and found that .
the heat transfer characteristics could be significantly influencéd Mathematical Models
by the presence of the electrical double layeDL). Mala et al. The concept of electrokineti¢or electroviscous)effect on
[8] investigated the effect of the EDL on liquid flow and heapressure-driven flow in microchannels has been well established
transfer between two parallel plates. Ng and P®halso investi- [13]. In brief, it is well known that most surfaces acquire a certain
gated the effect of the EDL on flow and heat transfer in rectang@mount of electrostatic charges when brought in contact with
lar microchannels. On the experimental side, verification of tidueous solutions. The most likely charging mechanism is due to
electrokinetic(or electroviscouseffect on liquid flow in micro- the asymmetric dipoles of water molecules that reside at the solid-
liquid interface[14]. If the liquid contains a very small amount of
Contributed by the Heat Transfer Division for publication in tf@JBNAL OF ions (this is unavoidable in reality d.ue to impuritieshe presence
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 19,0f such surface charges on the microchannel surface causes both
2003; revision received October 16, 2003. Associate Editor: P. S. Ayyaswamy. counter-ions and co-ions in the liquid to be preferentially redis-
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tributed, leading to the formation of the EDQWL3]. Conceptually, Ty
the EDL can be divided into an inner compact layer and an outer

diffuse layer. The inner layer, usually of several Angstroms, is
immediately next to the charged surface and contains a layer of Flow H
immobile counter-ions that are strongly attracted to the surface. In X
contrast, ions in the diffuse layer are less affected by the charged e = C— D
surface and hence are mobile. The boundary between the compact = 1 -
layer and the diffuse layer is usually referred to as the shear plane,
where the electrical potential is measurable and is called the zeta Fig. 1 Computational domain
potential,¢ [13].
According to the theory, the electrical potential in the diffuse
part of the EDL is governed by the Poisson equation, which in
Cartesian tensor notation is expressed as Energy equation
d Py Pe ApCouiT) 4 ( aTy 1 .
e === 1 TP o T Kk— ]+ = udP
ﬂxj (srﬂxj) €0 ( ) 19)(]‘ &Xj kﬁXJ 2M’y (8)
The net charge density, in Eq. (1) is given by where
pe=€(Z,n,+Z_n_) ) 5 \/ (ﬁui R auj)z 4(auk 2 ©
Equation (1) is also valid in the core region where the net 7 X IXi 3\ Xk

charge density is zero. In thermodynamic equilibrium where the
chemical potential is balanced by the electrical potential, it can B%

shown that botm., andn_ follow the Boltzmann distributions ;5 in geveloping flow, a general expression for the axial compo-

[13], nent of the local electrical current density is expressefl&$
_ ey an
n=="No eXP{ ‘Zrkb—T) ) =Uipe= 2 DiZie g+ A, (10)
~ However, in the presence of developing flow, the andn_ Under steady-state situation, the electric current over a cross-
ionic number concentration distributions are described by th@ction is zero. Integrating EG10) over a cross-sectional area
more general Nernst-Planck equati¢gfi§] as gives
(7(an+) (9 ( (9n+ (7 ( eD+ ﬂlﬂ) ﬁn 5n
— = Il Rl VAN | sy 4) + - —++ — =
(9Xj (7)(] (9XJ ﬁxl ka (9)(] J‘Ac\f ulpe )\ESX e D+Z+ axl D_Z_ 8)(1 dA O
The conventional Navier-Stokes equation that governs fluid (11)

flow i; modified to account fqr EDL. As mentioned earlier,_the Equation(11) shows that for a developing electrokinetic flow,
electrical net charge density, in the diffuse part of the EDL iS e electric current not only includes the streamitegm 1) and

not zero. When liquid flows in a microchannel under an applieghnqyction(term 2)currents, which are present in the fully devel-
hydraulic pressure, th_e nonzero electrical charges are carr@thd flow, but also has an additional term to account for an in-
downstream, resulting in an electrical current called the streamiffceq current due to ionic concentration gradient. Solving Eq.

current. Corresponding to this streaming current, there is an elggq) yie|ds the expression for the streaming potential gradient
trokinetic potential called the streaming potential. This flow-

induced streaming potential is a potential difference that builds up an, an_
along a microchannel. Such a streaming potential interacts with fAcf Uipe—| D1 Zy 9%y +h.Z_ 9%y dA
the net charge density arising from the difference between the Eo = 12)

counter-ions and co-ions in the diffuse part of the EDL, and re- —fAcf(x+n++)\,n,)dA

sulting in the movement of ions in the direction opposite to the o
pressure-driven flow direction. These ions pull the liquid mold Problem Description

ecules along, leading to a reduced flow rate. If the reduced flowThe effects of EDL on developing flow and heat transfer be-
rate is compared with the flow rate predicted by the conventiongleen two flat plates are investigated. Figure 1 shows a schematic
fluid mechanics theory, the effect of the presence of the EDL &getch of the physical situation. The height of the chanmé] B

akin to that of a liquid having a higher viscosity. Such phenomg um and the length of the channg| is 20 um. An infinitely
enon is referred to as the electrokinet electroviscouseffect ijyted aqueous 1:1 electrolyt®laCL) solution is considered in
[13]. The continuity, momentum and energy equations are pigjs study. The inlet temperature of the solution is kept at 25°C.

sented next. Continuity equation The temperatures of the two plates are kept at 85°C. The velocity
a(puy) at the inlet is assumed uniform with a Reynolds number Re, of
7 (5) 1.0. Two bulk ion concentrations of the solution and correspond-
X ing zeta potentials are considered. These are taken as
Modified Navier-Stokes equation 10"°M (6.022X10%"), 100 mV and 10°M (6.022x10°), 150

mV respectively. These values are chosen based on the experi-

apujuy) 4 au dJ auj\ 2 9 U\ dp mental observation of Mala et 4fL6]. Due to symmetry only the
ax;  dx; '“(9_xj ax; “axi] 3 ax\"ox ax;  top half of the geometry is modeldds shown in Fig. L For the
temperature range examined in this article, the density changes by
+peEsxdin (6) less than 3%. As a result, buoyancy effect is not included in this

where the Kronecker Deltd, is given by study.

1 i=1 3.1 Boundary Conditions. The mathematical equations de-
- - @) rived above are subject to the boundary conditions at inlet, outlet,
o i1 wall and symmetric centerline as specified below.
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Table 1 Constants in properties versus temperature correla-

tions

X Ay by Cx dy

0 999.84 8958.9 —0.58166  2.414x10°°
1 18.225 —40535 6.3556x10 3 247.8

2 —7.92x10°3 0.11243 —7.964x10°8 140.0

3 —5.545%x10"° —1.014x10"*

4 1.498x10 7

5 —3.933x10710

6 1.816x102

(@) Momentum and Energy Equations.

Inlet: u;=u;,, Uup,=0, T=298 K (13a)
. duy aT
Outlet: mass conservation,— =0, —=0 (13b)
Wall: u;=u,=0 T=358 K (13c)
S ry: Mg u—0 g 13d
ymmetry: 8—)(2— U= 3_)(2_ ( )
(b) Poisson Equation.

Inlet: =0 (14a)
Outlet: iad =0 14b
utiet: (9—)(1— ( )
Wall:  ¢=¢ (14c)

Y
Symmetry: —=0 (14d)

(c) Nernst-Planck Equations.
Inlet: n.=ng (15a)
outlet: "= —g 15b
utiet: (9_)(1_ ( )
Wall: = z e 15

all: n.=noexp ~Z.p= (15c)

an.
Symmetry: —=0 (15d)

[

3.2 Properties of Water. Properties of water are allowed to
vary with temperature. The functional relations of density, speciff
heat, thermal conductivity and viscosity with temperature a

[177:

agta;T+a,T?+agT3+a,T*+agT°

P T+agT (16)
Cp=by+b; T+b,T?+b,T3 a7)
k=co+c T+c,T? (18)
w=0dglf/(T—d2) (19)

In Egs. (16) through(19), thermal conductivityk is in W/m-K,
viscosityu is in Pa-s, specific heat is in J/Kkg and temperaturd

Table 2 Properties used in this paper

Variable Unit Value
D.* m?s™! 1.334x10°°
D_* m?s™t 2.032x10°°

e C 1.60219x10™%°
Ko K 1.38066X10 2
e 79

g0 cvim! 8.85419x10 12
Ayt m? Smol* 50.08X10™*
Y m? Smol* 76.31x10 %

*at 298 K.

2—-3% per degree when the temperature is above 258( 2.5%
is used in this paper. Table 2 lists the data of these parameters at
25°C, and other constant used in this study.

3.3 Numerical Method. In this article, the FVM of Patan-
kar[12]is used to solve the equations listed in section 2. Since a
detailed discussion of the FVM is available in Patarfk&], only
a very brief description of the major features of the FVM used is
given here.

In the FVM, the domain is divided into a number of control
volumes such that there is one control volume surrounding each
grid point. The grid points are located in the centers of control
volumes. The governing equation is integrated over each control
volume to derive an algebraic equation containing the grid point
values of the dependent variable. The discretization equation then
expresses the conservation principle for a finite control volume
just as the partial differential equation expresses it for an infini-
tesimal control volume. The resulting solution implied that the
integral conservation of quantities such as mass, momentum and
energy is satisfied for any control volume and of course, for the
whole domain. The power-law scheme is used to model the com-
bined convection-diffusion effect in the transport equations. The
SIMPLER algorithm of Patankaf12] is used to resolve the
pressure-velocity coupling. The resulting algebraic equations are
solved using a line-by-line Tri-Diagonal Matrix Algorithm.

4 Results and Discussions

A grid independence study is carried out using 24@0 and
480x%280 control volumes in the axial and transverse directions
respectively. In order to resolve the sharp changes inside the EDL
region, significant numbers of control volumes are concentrated in
the near-wall region. The EDL thickne43] is calculated as
\27%€%n,/eqe K, T. In this article, in the 248140 grid system,

control volumes are used to discretize a region equal to five
times the EDL thickness. The number of control volumes in the
same region is doubled to 160 when 4880 control volumes
are used. The fully developeflRe and Nu are compared with
analytic values(with constant properties and without EDL ef-
fects). The fully developeél Re and Nu obtained using the coarse
(240X 140)grid are 95.9 and 7.55 respectively. The exact solu-
tions are 96 and 7.54 respectively. The errors inftie and Nu
are around 0.1% of the respective exact values. A further grid test
is carried out with EDL effects. In this test, the zeta potential, ion
concentration and Reynolds number are kept as 150 m\# 4ad
1.0, respectively. The fully developddRre predicted using these
grid sizes differ by less than 1940.7 and 40.3 respectivelyThe

is in K except for Eq.(16) where it is in °C respectively. The results presented in this article are obtained using the coarse grid
various constants are listed in Table 1. The dielectric constant §ff240x140 control volumes.

water[18] is calculated using

Wherever possible, appropriate dimensionless forms of the
variables are used to present the results. Some of the variables are:

£,=0.0007%—0.3949T+ 88.281 (20)
. — _ .. . . . X
where temperaturg is in °C. The ionic conductivities and diffu Non-dimensional coordinates: X= — Y= y 1)
sion coefficients are also temperature dependent. These increase H H
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Fig. 2 Velocity distributions at different locations Temperature (°C)

Fig. 3 Temperature distributions at different locations

Dimensionless velocity: U= il (22) creases the fluid velocities in the EDL regime, resulting in veloc-
Uin ity distributions which deviate from the conventional patterns.
n. The effect of different ion concentrations and zeta potentials
Dimensionless ionic concentration:N..=— (23) can also be found in Fig. 2. Larger zeta potential and lower ion
Mo concentration lead to larger resistance near the wall, which in-
—(aplox)Dy, duces lower velocity near the waI_I. From the resgltsz it can _be seen
Friction factor: f= T (24) that the effect of the zeta potential on the velocity is nonlinear.
PUinf2 4.2 Temperature Distributions. Figure 3 shows the tem-
pUinDy perature distributions at two different axial locations. The lower
Reynolds number Re——— (25) flow velocities near the walldue to the EDL)ead to lower heat
transfer coefficients. As a result, the heat transfer from the wall to
o 4A the fluid is less than that without EDL. So temperatures in the
Hydraulic diameter: Dy=-—5-=4H (26)  fluid with the EDL effects are lower than that without the EDL
effect. It is also shown in Fig. 3 that the temperature for %Rl
) ) ) ) Zey ion concentration and 100 mV zeta potential is larger than that for
Dimensionless electrical potential: ¥ = KT (27)  107%M ion concentration and 150 mV zeta potential. This can be
explained as follows: lower ion concentrations in the fluid and
AT higher zeta potentials on the wall enhance the EDL effect, which
hD AY Dn leads to lower velocity and hence lower heat transfer coefficients
Nusselt number: Ng —" = wall (28) near the wall. Therefore the temperature near the center of the

K Twai~ Touk

channel for 150 mV zeta potential is smaller.

4.1 Velocity Distributions. The axial velocity distributions 4 3 Ejectrical Potential, lons Concentration Distributions.
with and without EDL effect at two different axial locations arerigyres 4—6 show the dimensionless electrical potential distribu-
shown in Fig. 2. Although the flow evolution patterns are similafions, the dimensionless counter-ion and co-ion ions concentration
for the two cases, the effect of EDL on the developing flow igistributions in the fluid for different ion concentrations and zeta

clearly demonstrated. As discussed earlier, due to the interactigftentials respectively. For clarity, theaxis starts a¥ =0.5, and
between the streaming potential and the net charge density in @ at the symmetry line of = 0. Both the electrical potential and
EDL near the channel wall, there exists an electrostatic body force
exerting on the ions in an opposite direction to the flow. Conse-
quently, compared with the case of no EDL effect, such electro-
static force would impede the fluid flow, resulting in smaller ve-
locities in the EDL regime. Because of the liquid viscosity, the o@
electrokinetic effect occurring in the neighborhood of the wal o7
would extend to the rest of the channel via hydrodynamic she g;g . ) )
stress. It however should be pointed out here that for a prop
comparison the same Reynolds number of-Re (also the same
mean velocity)is used in the computations of the two cases, i.e.,
with and without the presence of the EDL effect. To maintain
constant mass flow rate, the velocity in the central region of the
channel appears larger than that without consideration of the EI *!
effect. Hence, the results in this study are presented differen os
from those reported in the literatufé] where the pressure differ- =32
ence between inlet and outlet is usually given instead of the me os
velocity or the Reynolds number. With the pressure differenc ®%
specified, the EDL effect results in a decrease of the velociti
across the entire channel, and thus a reduction of the flow rate.

Moreover, the presence of the EDL in the developing flow de- Fig. 5 Dimensionless co-ion concentration distributions

(n, =10°M, £ =100 m¥) (1, =10°M, £ =150 mV)

Fig. 4 Dimensionless electrical potential distributions

(1, =10°M, £ =100 m¥)

(1, =10°M, & = 150 mV)
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Fig. 6 Dimensionless counter-ion concentration distributions 8; ..... £=100mv
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ion concentrations vary along the flow direction; hence the devel- 7 1 2 3 4 5
opment of the EDL field resembles that of the hydrodynamic X

boundary layer. From Figs. 4 to 6, it can be found that, in the fully
developed region, when the bulk ion concentrations of the solu-
tion and corresponding zeta potentials are %8I, 100 mV, the
thickness of the region where the ion concentrations are changing
is only about 12% of the channel height. When the bulk ion con-
centration of the solution and corresponding zeta potential are
10"%M and 150 mV, the thickness increases considerably. This
indicates that the EDL effects are larger for lower concentration
aqueous solutions. It also can be found in Fig. 6 that the develop-
ing length for 150 mV zeta potential is larger than that of 100 mV.

Fig. 8 Local Nusselt number distributions

4.4 Local f Re Distributions. The local f Re distributions
along the channel with and without the EDL effect are depicted in
Fig. 7. Three sets of zeta potentials namely0 (no EDL),
{=100 mV, and{=150 mV are considered. According to the defi-
nition given in Egs.(24) and (25), for a givenu;,, uf Re is
proportional to the pressure gradienp/dx. The dependency of
f Re onu is removed by using the inlet temperature as the refer- Fig. 9 Local streaming potential distributions
ence temperature in calculatifgRe. As discussed earlier, the
presence of the EDL decreases the fluid velocities. Hence, to
maintain the same;,,, higherdp/dx is needed, and correspond-wall are higher than that under constant viscosity, which leads to
ingly largerf Re is expected. This trend is amply demonstrated larger heat transfer coefficient. Hence, the higher Nu number is
Fig. 7. As expected, thé Re increases as the zeta potential inachieved. But as discussed earlier, the EDL effect decreases the
creases. The fluid viscosity decreases with increasing temperatiweat transfer coefficient, so the Nu number for the two cases with
which reduces thé Re. So, as shown in Fig. 7, when the fluidthe EDL effects are smaller than that without the EDL effects. It is
flow approaches the fully developed region, thiee for the three also seen that the smaller ion concentrations and higher zeta po-
cases are all less than 50, which are much smaller than the exedtials lead to smaller Nu number.
value according to the conventional fluid mechanics theory for . . .
constant properties of 96. The same drog Re is also observed _ 4:6 Local Streaming Potential. Figure 9 shows the stream-

for hydrodynamically and thermally developing flow in micro-n9 potentia_l distrit_)ution along the axial directi_on for two different
channels with temperature dependent properties without the EBE!@ Potentials. It is seen that the zeta potential has great effect on
effect[19]. the steaming pqtentlal, espeually in the deyeloplng region. In 'the
developing region, the streaming potentials decrease rapidly.
4.5 Local Nu Number Distributions. Figure 8 shows the WhenX>3 the two streaming potentials approach different con-
local Nu number distribution along the axial direction with andtant values.
without the EDL effect. It is shown that when approaching the

fully developed region, the Nu number for the three cases are all Concluding Remarks

larger than the theoretical value for constant viscosity without |, this article, a mathematical model is developed to study the

considering viscous dissipation of 7.54. When the fluid flowgjectrokinetic effect on liquid developing flow in a parallel slit

through the channel, it is heated by the wall, the viscosity dgscluding the general Nernst-Planck equation describing anion

creases as the temperature increases. So the velocities neatRe cation distributions, the Poisson equation determining the
electrical potential profile, the continuity equation, and the modi-
fied Navier-Stokes equation governing the velocity field. The ef-

100 fects of the EDL on the hydrodynamic and thermal entry regions
90 are investigated. The fluid properties are allowed to change with
sk temperature. The results show that the presence of the EDL in the

E developing flow decreases the fluid velocities in the EDL regime,
3 resulting in velocity distributions which deviate from the conven-
o 60F tional patterns. Accordingly, with EDL a larger hydrodynamic
€50 = £=150 mV friction factor f Re is observed. It is also demonstrated that there
20F is a strong dependence of th&e on the zeta potential. The Nu is
10k noEbL smaller when considering the EDL effect.
20F Nomenclature
[ [} Srm—— | NIRRT TN RN TSN N SR
0 1 2 ¢ 4 5 A. = cross-sectional area of the chanrei?]
C, = specific heafJ kg * K]
Fig. 7 Local fRe distributions D, = hydraulic diametefm]
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D, = diffusion coefficient fom, [m?s 1]
D_ = diffusion coefficient fom_ [m?s 1]
e = elementary charggC]
Esx = streaming potentigVm 1]
f = friction factor

H = height[m]
h = heat transfer coefficiedtWm 2K 1]
L = length[m]

i, = local electrical current densifyaAm 2]
k = thermal conductivitfWwm 1K 1]
k, = Boltzmann constarft) K™]
n, = concentration of positive iofm™3]
n_ = concentration of negative iom°]
no = bulk concentration of ionsm™2]
Nu = Nusselt number
p = pressurdPa]
Re = Reynolds number
T = temperatur¢K]
u; = axial velocity[ms 1]
u, = transverse velocityms 1]
X1, X = axial coordinate
X5, Y = transverse coordinate
Z, = valence of the positive ion
Z_ = valence of the negative ion

Greek Symbols

e, = dielectric constant of the fluid
go = permittivity of vacuum[CV tm™1]

A = electric conductivity of the fluidm?S]
N, = electric conductivity ofn, [m?Smol ]
A_ = electric conductivity ofn_ [m?Smol ]

u = viscosity[Pa-s]

p = density[Kgm 2]
pe = net electric charge densiftm 3]

¢ = electrostatic potentidV]

{ = zeta potentialV]

Subscripts
in = inlet
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A Numerical Study of Natural
Convection in Partially Open
e.oesrayaud | ENClOSures With a Conducting

INSSET, .
Université de Picardie Jules Verne, S I d e _Wa I I
48 rue Raspail BP 422, 02109 Saint-Quentin,
France
. A numerical study of natural convection generated by a cold vertical wall of an enclosure
) G. Lau”at with two openings on the opposite wall of finite thickness is presented. The enclosure is
Universite de Marne-la-Vallee, connected to an infinite reservoir filled with hot air. A two-dimensional laminar flow is
Champs-sur-Marne, assumed both within the enclosure and along the side of the bounding wall immersed into
77454 Marne la Vallee Cedex 2, France the reservoir. The effects of the size of the openings, spacing between the vertical walls
and thermal resistance of the bounding wall are investigated. Numerical results are dis-
cussed for aspect ratios of the enclosure and Rayleigh numbers relevant to practical
applications. [DOI: 10.1115/1.1643753
Keywords: Building Heat Transfer, Computational, Conjugate, Enclosure Flows, Heat
Transfer, Natural Convection
1 Introduction filled with a hot fluid (humid air). This research program was first

Natural convection in vertical channels and within differentialéindumed o provide an assessment of the efficiency of protective

heated ties has b th biect of tical rizing used to prevent condensation of water vapor on stained-
eated cavities has been he subject ot many analytical, numerligiss \yindows in historic buildings because inside glass pitting is
and experimental investigations because of its large range of

L . ) . € result of repeated condensations. The capability of such a de-
plications in thermal control of electronic equipment, energy CoRjjc for preventing condensation depends on the flow rate in the

servation in buildings, nuclear technology for safety purpose, aggharance between the protective glazing and the stained-glass
many others fields. Relatively few studies, however, have begflqow and on the convective heat flux transferred from the air
directed at vertically vented enclosures. Such a geometrical Cqyy to the stained-glass window. The key geometrical parameters
figuration is encountered for example in the cooling of electronighich control the buoyancy-driven flow and thermal efficiency of
equipment or in the passive solar heating of buildifgombe the device are the spacing between the two vertical walls, the
walls for example). According to Sefcik et dl1] the vertical widths of inlet and outlet openings and their locations while the
venting designation indicates that the buoyancy-driven flow amflioyancy force depends strongly on the difference in temperature
heat transfer are restricted by vent openings at the top and bottpgiween the building inside and the outside, and on the thermal
boundary walls of the enclosure. The vented enclosure problenréistance of the bounding wall.
generally complicated by the increase in geometrical parameters
required to describe the channel and, for most applications, by the . .
asymmetrical thermal boundary conditions. The mathematical fo¢- Mathematical Formulation
mulation of pressure and flow fields at the entrance and exit ofSince the flow and heat transfer are governed by elliptical, par-
vertical channels requires also a special attenfse® for example tial differential equations, the solution is sensitive to the assump-
Nakamura et al[2], Miayamoto et al[3], and Martin et al[4]). tions used for modeling inlet and outlet flow conditions. The in-
In the studies of Sparrow and Azeveldd and Sefcik et alf1]the fluence of inlet conditions on natural convection in vertically open
channel consisted of a heated wall maintained at constant techannels were discussed in several papers for the cases where the
perature while the remaining walls were insulated. Hence, tifigl elliptic form of the conservation equations is kefefcik
problem formulation resembles the classical vertical plate chanmlal.[1], Martin et al.[4], Chappidi and Eng6], Marcondes and
whereas the flow field strongly depends on the sizes and locatidvialiska[7]) but no clear consensus came out about the best pres-
of the vent openings which exert a strong influence on the flosure boundary condition to be retained at high Grashof numbers,
rate. In addition, the flow structure generally reveals recirculationg., assumption of zero pressure defect or inviscid assumption
zones. and use of the Bernoulli equatighlakamura et al.2] and Miya-

The purpose of the present study is to investigate a more regloto et al[3]). In some other workéNaylor et al.[8] and Kettle-
istic configuration for which internal and external natural convedorough[9] for example), the computational domain was ex-
tion flows interact as well as conductive heat transfer throughtended to bypass the problem of prescribing the boundary
vertical side-wall. Figure 1 shows schematically a side view of tHonditions at the channel inlet. Similar procedures were also used
vertical enclosure of uniform, rectangular cross-section boundff open or partially open cavitieéMiyamoto et al.[3], Penot
by a cold wall and by a bounding wall connected to a plenufd-0l, Chan and Tie11]). In the present study, extension of the
chamber through vent openings located at the top and bott&@mputational domain far from the vent openings is required for
parts of the bounding wall. We are thus considering conjugate h& reasons. First, the shear stresses are not small in the regions
transfer on the two sides of a vertical wall separating a vent&#Se to the openings since the hot fluid does not penetrate axially

enclosure having a cold vertical wall and an infinite reservolPto the channel. Second, any realistic thermal boundary condition
can be applied at the outside surface of the bounding wall because

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF large changes in the natural convection heat transfer coefficient

HEAT TRANSFER Manuscript received by the Heat Transfer Division July 26, 20020CCUr fro_m the top to the bf)ttom- Th? ?OmpUtatior_]al domain fOf
revision received October 16, 2003. Associate Editor: V. Prasad. the solution is also shown in Fig. 1: it is closed with three ficti-
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1 Equations(1-4) are to be solved subject to the following hydro-

dynamic and thermal boundary conditions:
1. Along the cold wall
! 9=—05 U=V=0 atX=0 and 0sY=<1 (5a)
o Soundng el eo 2. At the bounding wall a balance between conduction and
VT av_, ! convection leads to the following boundary conditions
=
— T=T, ! a0 _N qm
H | dX KoX | atX=D* and X=D*+e*
Reservoir, Ty, : 0: 0W
D . i
= i ; 0<Y<h*;
o : (5b)
ay’ | h* + ¢* <Y<1—(h* + (%)
T=T, if v>0 !
4 AT 0 if v<o i 1-h*<svy=<1
oLy - SN : o
’ d s J/ ' 3. At the adiabatic end walls of the vented enclosure
_B S I's ,,___________‘__:
| w | 76 . *
l ' W=O, U=V=0 atY=0, 1 and G=X=D* (5c)
Fig.1 G try of th ted slot and tational d i . .
(c:lgashed "?122193 fy ol The venied siot and comptiational comain 4. Along the boundaries of the reservoir
M*O' U=V=0 at X=D*+e* d
ox 0 =V=0 atX= e an
tious boundaries, open to allow fluid to move in and out. These -B*<VY=<0; 1<Y<1+B* (5d)

boundaries have to be located far enough from the vented enclo- ) ) o
sure in order not to perturb significantly both the flow inside the 5- At the boundaries of the computational domaiicated as

enclosure and the external flow along the bounding wall. Terha. I'2, andI's)
peratures of fluid coming into the domain are set to the hot tem-

perature since the main flow direction is downward. On the bot- _020 U=V=0; atY*=1+B* and
tom boundary, temperature gradients are set to zero for fluid going Y
out of the domain. D* 4 e* <X<D* + e* + W* (5€)

2.1 Governing Equations. In order to simplify the math-
ematical formulation and to reduce the number of dimensionlessazo_s; U=0: ﬂzo at X=D*+e*+W*  and
parameters, radiative exchanges amongst surfaces are neglected at X
first. It is assumed that the flow is laminar, steady and that the N N
Boussinesq approximation can be applied., the thermophysical —B*<Y<1+B (5f)
properties of the fluid are constant except for the density in the N
buoyancy term). With the above assumptions, the equations inthe — =0 if V<0 or #=0.5 if V>0: U=—=0;
fluid domain are cast in dimensionless form by scaling lengths, Y Y
velocity, time and temperature differenc€<Ty) by H, «;/H, D% - -
H2/a; and (T,—T.), respectively, wheréd is the height of the aty'=-8 and D*+ef<X<D*+e"+W (50)
enclosure,a; the thermal diffusivity of the fluid andry=(T, 9
+T.)/2 is the reference temperature. For the coordinate systerin the above set of equations it can be seen that the geometry of
shown in Fig. 1, the dimensionless governing equations in thiee problem is characterized by four dimensionless lendiHs, (

flow region can be written as e*, h*, and ¢*). B* and W* are only related to the size of
U oV the _e_xternal computational dome}in, e_md should be taken to be
— 4+ =0 (1) sufficiently large to have a negligible influence on the numerical
axX Y solution.

From a physical point of view, the relevant dimensionless pa-
(2a) rameters are the Rayleigh number based on the height of the
vented enclosure, Ra=gB(T,— T)H% av, the Prandtl number,
Pr=1v/a, the height-to-length aspect ratid=H/D or A=1/D*,
v v v JP PV PV the dimensionless thickness of the bounding wedll, the dimen-
ar +U X +V N oY +P X2 ay? +Ra,Pro sionless height of the parts above and below the openirfgshe
(2b) dimensionless width of the opening$, and the thermal conduc-
tivity ratio, N =k, /k;, the ratio of the thermal conductivity of

U U aP+ (92U+a2U
ar T oX U aY  ax X2 av2

20 20 [ 3%0 %0 the bounding wall to that of air.
—+U—<+V—o=|—+— 3) The dimensionless flow rates through the top and bottom open-
gr XY \ax? gy? ings are defined as
In the bounding wall, the conductive heat transfer is described 1—p* Bt o
by Gin=-— f udy Gy« f udy (6)
5 5 1—(h* +¢%) h*
‘?_HW _dw " + I Ow 4) Since the cooled and bounding walls are assumed impermeable,
at  ap\ gx2  9Y? mass conservation implies
Journal of Heat Transfer FEBRUARY 2004, Vol. 126 / 77
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D* Table 1 Comparisons of average Nusselt numbers at the hot
Gin:Gout:G:*J’ VdX, VY (7) wall, A=1, Pr=0.7 (Z. & A.:: Zimmerman and Acharya [13],
0 d* =thickness of the baffles /dimensions of the square enclo-

whereG is the vertical flow rate along any horizontal line acrosgure)'
the enclosure. d*=0.05 d*=1 d*=02
The average Nusselt numbers at the vertical walls were evalu-

ated from Ray Ny Z. &A. present Z.&A. present Z. &A. present
— — - 10 2 125 1.25 1.22 1.22 1.18 1.18
Nu=hD/k¢,  h=(Q/H)/(Th—Tc) 500 125 124 122 121 120 120

whereQ is the rate of heat transfer per unit-length of depth fro® 50% %‘354 229;2 22'%% 22'%% 227552 2226;

y=0 to H. Thls presentation yields indeed a better correlation %f_s 16 5> 461 4.69 458 465 4.43 4.49

the data as it will be discussed later. 500 418 417 414 418 401 4.09

Definitions of the average Nusselt numbers based on the cavity
width along the cold and bounding walls are

1
Nu,= heD =D* f ((9_0) dy (8a) sults are in good agreement for various Rayleigh numbers and for
i 0\ X/, two conductivity ratiosN,=2 andN,=500. Also the recircula-
tion zone shown behind the baffles at high Rayleigh number in the
h* ‘9_‘9 dy paper of Zimmerman and Acharya3] was also captured. In the
o \IX] s case of a differentially heated vertical cavity with an aspect ratio
A=80, Table 2 shows that the present Nusselt numbers can be
1=(h*+¢*)[ 96 1 a6 favorably compared with those of Novak and Nowdld] and
+J (ﬁ d +j (ﬁ) dy ElSherbiny et al[15]. In addition, a multicellular flow structure
D* D* similar to the one displayed ii4]for an aspect ratid=30 was
(8b) obtained. Comparisons of average Nu-values for the heated wall
The dimensionless form of the heat convected through the b(?r{'sﬁle?tgznhgﬂggﬁaﬁv\gﬁls Vv\\llllttrt: ?hno(?s:i)?;%(ijct\:e %rtll)(;alc\év::: :rr:g 'It'\i,écr)l
tom and top openings can be expressed respectively as [11] are listed in Table 3 for various Rayleigh numbers. It can be

—  h,D D*
ke  1-2¢*

h* +¢* 1-h*

— hyD D* [hr+er 90 seen that the heat transfer results match very well whereas a 10%
NUb:k— = - (W +Ug| dY (8c) discrepancy on the volumetric flow rate through the ca@tywas
f h* D* found at the highest Ra at which the mean Nusselt number ap-
— . . proaches that for a vertical flat plate.
Nu. :h‘_D: D_ rn _ ‘9_0 +ugl dy Accuracy of the results for the vented-slot configuration was
Uy ¥ (8d) . . ! .
K¢ LA RS, aX D then determined by a sequence of calculations carried out by in-

) ) . ) _creasing the grid resolution. The mesh was graded according to an
Conservation of energy in the vertical vented enclosure impliggponential function with the smallest elements near the solid
- AN o T walls and in the neighborhood of the inlet and outlet vent open-
NUg=(1=2€%)Nuy,+ €% (Nu+ Nup) ©) ings. An estimate fo?the grid size along the vertical side wall% of
2.2 Solution Procedure. The transport equations were dis-the enclosure was made by calculating the order of magnitude of
cretized on structured control volumes using the second-ordbe dimensionless boundary layer thicknes® (:Al-75/RaE,'25)
QUICK-type scheme for the convection terms and by employirend by assuring that at least four points are in the boundary layer.
the SIMPLER pressure correction algoritifatankaf12]). The In the exterior computational domain, the grid was nonuniformly
momentum and energy equations were cast in transient form atistributed with control volumes of much larger size in the far-
the time-integration was performed using a false transient schefiedd from the enclosure. The dimensionless overall energy bal-
based on an ADI method with a much larger time step for thences and flow rates through the openings were monitored at each
energy equation than for the momentum equation. When the tirtime step, and for all of the computations discussed in this paper
steps are not very small, inner iterations are required to accotin¢ accuracy was found to be better than one percent.
for the nonlinearity of the equations. In the present study, under-
relaxation parameters were introduced for velocities and tempera-
ture to control the advancement of the solution field until a Stead‘ﬁme 2 Comparisons of average Nusselt numbers based on
final state was obtained. The suitable values of the relaxation fage enclosure height (A=80, Pr=0.7)

tors were found by experience since they depend upon a numbet

of factors(grid resolution, Rayleigh number, width of the open- Ray 1.410 2110
ings...). The convergence criteria to steady state includggy-i and NowaK14] 83.4 841
checks on the overall mass and energy balance for the ventggherbiny et al[15] 80.0 80.4
enclosure, and relative changes between consecutive iteration®resent 81.7 82.5

2.3 Code Validation. The numerical code was extensively
validated against benchmark problems to check its validity. Calable 3 Comparisons of Nu and G for the open square cavity
culations were first performed for flow and heat transfer in differ- (Pr=1, A=1)
entially heated cavities of various aspect ratios. These comparisen
tests are not discussed here, except for a vertical slot. Second,
partitioned enclosures were considered since this geometry Ra, Nu G Nu G %-Nu %-G
more closely related to that of the problem under consideratio

Present Chan and Tigd1] %-discrepancy

: / 1.08 1.98 1.07 1.95 0.92 1.51
Hence, Table 1 presents comparisons between the numerical 1g- 3.47 8.12 3.41 8.02 1.73 123
sults of Zimmerman and Acharyfd 3] in a square enclosure of 765 2105 769 21.1 0.52 0.23
heightH with perfectly conducting horizontal end walls and fi-; 15.08  44.48 15.0 473 053 5.96
nitely conducting vertical baffles of dimensionless thickne$s 17 28.14 85.6 28.6 96.0 1.60 10.80
=0.1 and heighh* =0.25. As it can be seen, the numerical re

78 | Vol. 126, FEBRUARY 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 4 Effects of the grid size on the average Nusselt number
at the cold wall and on the dimensionless mass flow rate
(Ra,=1.110%, Pr=0.71, A=80, ¢/D=1)

(NXNY) Grids NU, NG, GIA =
60x100 1.736 1.718 2.618 = -
60x200 1.709 1.715 2.660 E:

80%200 1.718 1.712 2.654 ¥

100X 200 1.724 1.710 2.644 o

¢

PRy ey

Grid tests were conducted to ensure that the results were inde-
pendent of both grid resolution and size of the exterior computa-
tional domain. Table 4 shows a comparison of the mean Nusselt
number at the cold wall based on the cavity width and of the
volumetric flow rate through the openings which were obtained
for various grid sizes. As the resolution of the grid was increased
above the 80X200 gridstreamwiseXcross-stream directipns
shown in Fig. 2, the predictions for Nu a&ldiffered by less than

I

N

R
B

I

0.5%. Thus, it was determined that such a grid resolution yielded -
an acceptable compromise between accuracy and required com-
puting time. From the test runs made to determine how should be Ra, = 10°

tailored the exterior domain defined By andW* (Fig. 1)so that

the near-field solutions, inside the enclosure and along the bound-
ing wall, become insensitive to the distances of the outer bound-
aries from the openings, it was found that valueB&fand W*
larger than 0.25 and 1.25, respectively, are unnecessary.

3 Results and Discussion

All of the computations were conducted in air-filled enclosure
(Pr=0.71)with the vent openings located near the top and bottom
end walls f* =D*/2) because the heat transfer rate between the
bounding wall and the natural convection flow was found to be
the highest for this configuration. For this reason the data for this
geometry are likely of most practical interest. The Rayleigh num-
ber Ry, the aspect ratid\, and the ratio of the width of the
openings to the interwall spacing of the vented enclogdize are

Ra, =10° Ra, =10" Ra,=10"
(b)

Fig. 3 Velocity vectors (a) and temperature field (b) within the
vented enclosure and along the bounding-wall for three Ray-
leigh numbers (A=100, ¢/D=1, isothermal patterns [—0.5 (0.1)
0.5])

the primary parameters of interest in this study. Hence, the results
are discussed for a fixed dimensionless width of the bounding
wall, e* =A/1000.

Solutions were obtained over a range of Rayleigh numbers
from Ra,=10% to Rg,=5.10", aspect ratios fronrA=20 to A
=100, for three widths of the opening€/0=0.5, 1, and 1.5),
and for a thermal conductivity ratio assigned to a value represen-
tative of window-glass materialN,=40). These parameter val-
ues correspond with the practical problem under investigdten
moval of condensation of humid air on historic stained-glass
windows).

General Observations. Figures 3 show the velocity and tem-
Fig. 2 Grid system perature fields within the vented enclosure and in the near-field
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Table 5 Average Nusselt numbers (A=100, Pr=0.71, ¢/D=1)

01 0L

03 e =01 43

24 Ra, =10" 4 Ra, =10

0.

-0.5
000 001 0.02 003 0.04 005
X

.5 -0.5
0.00 001 002 003 004 0.05 000 001 002 003 004 0.05
X X

w | Ra, N, (1-2¢*)Nu, ¢*Nug,  ¢*Nu, Nu GIA

1 o) P 10° 0.75 0.38 0.23 0.14 0.75 046

I I N R 100 1.63 0.27 1.00 035 162 2.00
ST s 101 3.06 0.10 2.90 0.05 305 5.80

heat transfer between the cold wall and the bounding wall is
mainly by conduction, as it can be seen in Figb)4where a
transversally linear temperature profile is displayed over most of
the enclosure height. When increasing the Rayleigh number, the
location of the velocity maximum moves towards the cold wall
whereas the vertical velocity maximum along the right-hand side
of the bounding wall is significantly reduced. Consequently, the
temperature of the bounding wall increases with,Rend the
slope of the temperature profile indicates that the cooling of the
flow of hot air occurs mainly at the cold wall for high Rayleigh

050k 050 050
0.00 001 002 003 004 005 000 001 002 003 004 005 000 001 002 003 0.04 005

X X X

numbers. On account of the low thermal resistance of the bound-
ing wall, the temperature difference between the two surfaces is
negligible whatever Rais. On the other hand, the decrease of the
vertical temperature differences along the bounding wall, be-
tweenY=0.1 andY =0.9) at high Ra shows that it has almost no
thermal effect on the flow rate provided that the interwall spacing
and width of the openings are large enough.

If the aim of the vented enclosure device is to maintain the
bounding wall at a temperature as close as possible to the tem-

erature of the reservoir, the intensity of the external boundary
er flow rate is thus a reliable indication of its efficiency.

Fig. 4 Vertical velocity profiles
tions (b) at three vertical locations for various Ra
€/D=1)

(a) and temperature distribu-
u (A=100,

from the bounding wall for a tall enclosuré € 100), the width
of the vent openings being equal to the interwall spacifidd(
=1), and for three Rayleigh numbers. It should be noted that t
aspect ratio of the enclosure has been reduced\+al5 for
graphical purposén order to make possible plots over the whole Average Nusselt Number and Mass Flow Rate. The aver-
extent of the slot). The computations show that hot fluid perage Nusselt number at the cold wéllg. 8a), at the bounding wall
etrates into the enclosure through the upper opening and proce@fts. 8b)and the dimensionless heat flow rate through the top and
downstreamFig. 3(a)). When the primary inlet flow approache$hottom openinggEqgs. 8cand 8d)are reported in Table 5. The
the bottom of the enclosure, it turns towards the outlet openingMusselt number at the total height of the bounding wall, Nu, is a
a temperature close to that of the cold wall. Small recirculatingeighted sum of the average Nusselt number at the bounding wall
regions are predicted along the bottom of the bounding wall @fu,) and of heat flow rates through the openinbgi(andNu,)

large spacings and/or high Rayleigh numbers only. However, the defined by Eq(9). When increasing the Rayleigh number,
recirculation flow rate is rather small at the large aspect ratidable 5 shows that the heat transfer rates at the cold wall and
considered in this study. Over most of the height, the flow chathrough the top opening increases whereas the transfer rate de-
acteristics are similar to the ones for the natural convective flogveases at the bounding wall. Hence, most of the heat convected
between vertical parallel plates heated asymmetrically. In tig the hot air flowing through the top opening is transferred to the
range of aspect ratios investigated, the flow can be considered:afi wall at Rg =10 At the bottom opening, the heat flow rate
fully developed for Ra<10° and in the single-plate’gime for increases first with Raand then decreases indicating that the
the highest Rayleigh numbe(Sparrow and Azevedfb]). Since temperature of the air stream increases

the temperature of the bounding wall sets between the hot andrhe flow rate through the vented slot is shown in Fig. 5 as a
cold temperatures, a boundary layer flow develops along its righitmction of Rg, for various widths of the openings. It is first
hand side. Thus, the thermal equilibrium of the bounding wall isbserved that the increase in the flow rate is more important at
determined from a conjugate problem: natural convection on bdtgw Rayleigh numbers, as depicted by the decrease in the slope of
sides of the wall and heat conduction through the wall. The down-
ward convection in the right-hand side of the bounding wall is
decreased when Rancreases, because the strong downward con-
vection in the cold wall creates a thin boundary-layer closer to this
wall, keeping the bounding wall temperature closer to the reser-
voir temperature. Therefore, an increase iny Ra the range of
values considered in the present study leads to an intensification
of the flow rate within the vented enclosure and decrease in the
external boundary layer flowFig. 3(a)). Figure 3(bshows that

the temperatures of the upper part of the bounding wall is very
close to the temperature of the hot air in the reservoir whereas its
lower part is cooled by the flow of cold air. The thinning down of
the thermal boundary layer along the cold wall evidences the in-
crease in the heat transfer rate ag Raincreased.

The profiles of the vertical component of the velocity and the ]
temperature profiles at three vertical locations are shown in Figs. 10° 10°
4 where the bounding wall is schematically represented. The in-
ternal velocity profile exhibits the feature of a fully-developed
channel flow at a short distance from the inlet oper(ifig. 4(2)) Fig. 5 Variations of the flow rate as a function of Ra
and presents an almost parabolic shape at=RE0’ because the ous sizes of the vent openings  (A=100)

10° 10"

Ra,
y for vari-
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Fig. 6 Velocity and temperature profiles at mid-height for vari-
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the curves when increasing RaOn account of the aspect ratio

considered, the viscous effects are dominant at loy Waile the Fig. 7 \Variations in average Nusselt numbers at the cooled

head losses at the inlet and outlet openings become increasing#l and at the bounding wall as a function of the channel Ray-
important at high Ra. For practical purpose, it should be notedeigh number (¢/D=1)

here that Ra=10' and A=100 correspond, for example, to an

air-filled slot of 4 m height and a temperature differendg, (

—T.)=15K at a reference temperatufg=280 K. Figure 5 il- vection in channels, we followed the correlating procedure de-
lustrates also the effect of the width of the openings which wasribed by Bar-Cohen and Rohsenp#6]. The Nusselt numbers
investigated in order to find the optimum width for a fixed interat the cooled surface and at the LHS of the bounding wall based
wall spacing. The results show that widths of the openings larggh the interwall spacing were thus expressed in terms of the so-

than the spacing are unnecessary because viscous stresses ar « : » A nfi .
main cause of the reduction in the flow rate. On the other han i “channel Rayleigh number” defined asiaRa, /A. This

the flow rate could be noticeably increased at high enough RRresentation yields indeed a better correlation of the data for the
provided that the size of the openings are of the order of tY&MOUS aspect ratios and Rayleigh numbers investigated. That is
spacing and located very close to the top and bottom walls of tRBOWn in Fig. 7 where the Nusselt numbers at the cold wall and at
enclosure. Therefore, the present computations show that a rakie LHS of the bounding wall are presented as a function ¢f Ra

¢/D of the order of one can be considered as an almost optimghich spans five order of magnitude. For all of the data reported
design for vented enclosures of large aspect ratio. The vertigalFig. 7, the width of the openings was kept equal to the spacing
velocity and temperature profiles displayed in Fig. 6 support sugh, ¢/D=1). At low values of R, the average heat transfer

a conclusion since it is shown that the differences in flow rateg : - S
and temperatures are much smaller when increadifg) from 1 _3te at the bounding wall is nearly constant _Whlle it increases
linearly at the cold wall. The explanation for this outcome is that

t0 1.5 than from 0.5 to 1, conduction heat transfer dominates. The differences bethNegn

Influence of the Conductivity Ratio. Few computations andNu, represent mainly the convective heat transfer at the cold
were carried out at Ra=10'° and 16 to determine the influence wall due to the weak air-flow rate through the openings. When
of the thermal conductivity ratidN,=k, /K, in order to investi- increasing Rg, the vertical circulation of hot air intensifies and
gate the changes in average Nusselt numbers and mass flow figéetemperature of the bounding wall increases. Therefaig
from the limiting case of a perfectly conducting bounding wall tQengs towards zero since in the limit fRa o the bounding wall is
that of an insulated wall. These limits are indeed of interest singe he reservoir temperature. In that limit, the external boundary
comparisons can be made with the solution for a vertical chanigler flow vanishes. On the other hand, convective transfer at the
fo_rmed by two |s_othermal plates at d'ﬁEfeF‘t temperatures andq || increases without limit. At Ra= 10, it can be assumed
W'th. that of a vertical chann_el formed by an |sothermal plate aflat the cooling of the hot air entering through the top opening
an insulated plate, respectively. The computations wereAfor occurs at the cold wall only

;leoﬁll?snsdeﬁi I?]: n%Bletrvz\;?sthfgubnodug:j?; th\z gﬂg&r?gfes ;T)é:f 5a(¥er- Obviously, the thermal resistance of the bounding wall plays an
g 9 ’ important role on the Nu-variations with Ra Figure 8 shows the

¥Vh?|n the dthetr.mal C(ljln? uctivtirt]y liati;;/"irfflég)omkt: ;04_({335' variations of the mean Nusselt number at the cold wall as a func-
ectly conducting wail for a thickness” — ) 10Ny = ' tion of the channel Rayleigh number for the two limiting values of

On the other hand, a sharp decreaseNim, was obtained by - ; 2 s
decreasing the conductivity ratio froN,= 100 toN,= 1, value of the thermal resistance of the bounding wall. For an infinite ther

N, at which the bounding wall may be assumed adiabatic. The

Nusselt number at the cold wall was seen to be almost constant in

the whole range of thé\, values investigated due to the high ~a
values of the Rayleigh number considered. For lowg; Rarger 100
decreases ifu, were obtained due to the non-negligible effect of
heat conduction through the air layer. For example, the difference
in Nu, betweenN,=1 and N,=10* is of about 30% at Ra

=10°. y
Obviously, the mass flow rates through the openings increase 4 T B Coten and Tasabon 584
when the thermal conductivity of the bounding wall is decreased, @}/ - Sk
. . . ©  Present =4 -
whatever the Rayleigh number is, since the boundary-layer flow 0.1 S T G
along its side in contact with the reservoir of hot air is strongly o et east
reduced. 10° 10' 10° 10° 106* 10° 16° 10’

. Ran'=RaD/A
Correlations for the Average Nusselt Number and for the
Flow Rate. According to the most usual form for deriving com-Fig. 8 Variation in average Nusselt numbers at the cooled wall
posite relations reflecting the heat transfer results for natural cas-a function of the channel Rayleigh number  (€/D=1)
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Fig. 10 Variation in the average temperature of the bounding

Fig. 9 Variati_on in the mass flow rate as a function of the wall as a function of the channel Rayleigh number (¢/D=1)
channel Rayleigh number (¢/D=1)

Finally, Fig. 10 shows the variations in the average temperature

mal resistancéi.e., adiabatic bounding wajlthe solution should ©f the bounding wall as a function of the channel Rayleigh num-
be close to that obtained in the case of a asymmetrically heagﬁf for the two limiting cases. In the fully developedjiree, the
vertical channel which was deeply investigated in many studi@§at flux diffused through the bounding wall produces a signifi-
published in the archival literature. We selected the papers (RNt increases in the average temperature when increasing the
Sefcik et al.[1], Sparrow and Azevedf5], and Bar-Cohen and thermal conduct_lv_lty whereas,, is almost_lndeper_wdent of the
Rohsenow[16]. Using the procedure described by Churchill antpermal conductivity of the bounding wall in the single-plate re

Usagi[17], the present results yield the following compo$fig.  9ime. i-e., at Ra= 10" for an enclosure of aspect ratho=100.
relation foré/D=1: Therefore, the average temperature of the bounding wall is insen-
2\ —1/2
} for N,—0

sitive to its thermal resistance at high Rayleigh number and tends
mc:[
10)

towards that of the hot air of the reservoir forjRal0".
It should be noted that the value of the coefficient of the secor . . . -
term(i.e., 0.546)is slightly less that the one suggested by Sparror'w a vertically vented enclosure of high aspect ratio with a con-

; ucting wall connected to a reservoir filled with air at a tempera-
and Azevedd5] for water whereas the carrelation proposed b¥ure higher than that of the cold wall. Results have been obtained

. : - . goy carrying out computations to an extended outside domain. This
one isothermal heated wall while the remaining walls are insyy proach is necessary due to the interaction between the

lated, leads to smaller Nusselt numbers. For very low thermgl,,, a1y javer flow along the side of the conducting wall im-
lre5|3tance of the bounding wall, the present results can be CON Ersed into the reservoir and the flow within the vented enclo-
ated as

sure. The effects of the Rayleigh number, size of the openings and

13.33)° 1
+ 1/4
R& 0.546 R§

4 Concluding Remarks
A numerical investigation has been made of natural convection

_ 278\ %2 1 52) —2/5 thermal conductivity of the bounding wall were examined. At high
Nu,= T T for Ny—o Rayleigh numbers, a boundary layer is formed adjacent to the cold
R& 0.546 R@ wall and the mean temperature of the bounding wall approaches

that of the hot fluid. For the geometrical configurations investi-

For channel Rayleigh numbers greater than abofit tt@ ther- gated, vent gaps larger than the enclosure width do not signifi-
mal resistance of the bounding wall has a marginal effect and tf@ntly affect the flow rate through the vents. In the cases of per-
two correlations yield almost the same valueNad, . In conclu- fectly conducting or adiabatic bounding wall, correlations were
sion, the effects of the thermal resistance of the bounding wall #3gved to predict the mean Nusselt number at the cold wall and
noticeable only if the conductive heat transfer through the layer Bf¢ mass flow rate as a function of the channel Rayleigh number.
air within the interwall spacing is important. These correlations are relevant for the design of double-glazing

Correlations of similar form were also derived for the mas¥Sed to prevent condensation on single-pane windows.
flow rate both for insulated bounding wall and perfectly conduct-
ing bounding wall. Figure 9 shows variations 6fA with the Acknowledgment
chaﬂn(.al'Raylelgh number WhI’Ch are.qualltatlvely similar to those 1his work was supported by research grants from the IDRIS-
of NU, : in the fully developed rgime (i.e., at low values of R  computer CentefFrench National Institute for Advances in Sci-
the differences betwee®/A are of the order of 15% according toentific Computations, Grant no. 00 1285.
the asymptotic values of the thermal resistance whereas the two

curves merge in the boundary layégime (i.e., at values of R Nomenclature

greater than ). Therefore, the composite relations f&/A _ ot : )
were assumed to have the same form as those deriveNuior A= (I;ilél;;rgelght to-width aspect ratio of the vented en
Thus B = vertical extension of the computational domain, m
13.33 0.85 1 0.85) —1/0.85 D = width of the vented enclosure, m
G/IA= —) +(—1/4 ] for N—0 e = thickness of the bounding wall, m
R&, 1.354 R§ g = acceleration of gravity, mfs
G = dimensionless volumetric flow rate
08 0.8) —~1/0.8 h = height of the parts above and below the vent open-
15.85 1 ings, m
G/A= + for Ny—oo — '
Ra 1.354 RV h = mean heat transfer coefficient, Wit
(13) H = height of the vented enclosure, m
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k = thermal conductivity, W/mK
¢ = size of the vent openings, m
N, = Kk, /K;, thermal conductivity ratio
Nu = average Nusselt number based on the width of the
enclosure
P = dimensionless pressure defect
Pr = Prandtl number
Ra; = gB(T,—T.)H3 av, Rayleigh number based on the
height of the enclosure
Ra = gB(T,—T.)D3%av, Rayleigh number based on the
width of the enclosure
R = gB(T,—T)D*avH, channel Rayleigh number
T = fluid temperature, K
T. = temperature of the cold wall, K
Ty = hot fluid temperature, K
Ty = reference temperaturéy=(T.+Ty)/2
(U,V) = dimensionless velocitiess (u,v)H/«a
W = horizontal extension of the computational domain, m
(X,Y) = dimensionless coordinates,(x,y)/H

Greek Symbols
a = thermal diffusivity, nf/s

B = volumetric coefficient of thermal expansion; K

6 = boundary layer thickness

0 = dimensionless temperature differenee(T—Ty)/ (T
7Tc)

v = kinematic viscosity, rffs

7 = dimensionless times a;t/H?

Subscripts

b = bottom

¢ = cold wall

f = fluid

t = top

w = bounding wall

Superscripts

* = dimensionless quantity
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Transient Hydrodynamic
Phenomena and Conjugate Heat
Transfer During Cooling of Water
. papanicolaon | 1M @N Underground Thermal
iy | OtOrAQE Tank

V. Belessiotis The flow and heat transfer phenomena inside an underground thermal storage tank,
' initially filled with hot water at an almost uniform temperature and then left to interact
with the cold surroundings, are studied numerically. The purpose of the study is to gain

“Demokitos” National Center for Scientific insight into how these phenomena affect the heat losses to the surroundings, before a new
Research, charging process takes place. A two-dimensional numerical model to solve for the tran-
Solar and other Energy Systems Laboratory, sient flow and thermal fields within the tank coupled with the heat transport through the
Aghia Paraskevi, Attiki, Greece, 15310 tank walls and within the ground are employed. Natural convection is found to dominate

at the early transients when a strong recirculation develops, with a Rayleigh number
characteristic of turbulent flow. A low-Re—ke turbulence model is used for the compu-
tation. As time proceeds and the temperature differences between water and surroundings
decrease, the recirculation decays and the heat transfer is dominated by thermal diffusion.
The ground properties are varied, mainly in order to account for different moisture con-
tents in the ground. Comparisons are made under realistic conditions with preliminary
experimental results showing satisfactory agreemfb©Ol: 10.1115/1.1643907

Keywords: Conjugate, Heat Transfer, Natural Convection, Storage, Transient

Introduction filled cubical tankgof dimensions 0.6 m and 0.3)nconsidering
various initial temperature distributions, including the uniform
For storage of thermal energy in the form of sensible heane as a special case. In another relevant application, Cotter and
water is the most commonly used medium due to the significa@harleq 6,7]studied numerically the cooling of warm crude oil in
advantages it offers: apart from its availability and low cost, it hagylindrical storage tanks located in a cold environment. Transient
the largest heat capacity of most common mateffidlsand, for cooling problems in rectangular enclosures were also considered
solar energy applications in particular, it removes the need for & Nicolette et al[8] and Robillard and Vasse(i8].
intermediate transport fluid, storage and transport medium beingn such configurations, the problem is characterized by the pure
one[2]. Heat losses from the storing mediumater)to the sur- hatural convective flow and associated heat transfer in the fluid.
roundings can be reduced by making use of underground storalggentually, and if there is no new charging of the tank in between,
The various methods that have been available for this purpose, o fluid will come to thermal equilibrium with its surroundings
a couple of decades already, have been summarized by GBpniand therefore any natural circulation will have died out by then. It
and Garg et al[4]. One of the most simple relevant constructionts exactly the evolution of this particular transient problem that is
is the insulated underground water tank, for which several maigvestigated in the present study, by using numerical methods and
rials have been used, such as steel, aluminum, reinforced concrB¥ecomparing with some preliminary measurements of tempera-
reinforced plastic etd4]. The amount of heat losses from the tankure in a real underground tank made of concrete walls. This has
clearly depends on many factors but, in order to estimate it, it R¢en built at the Solar and other Energy Systems Laboratory of
necessary to understand the heat transfer mechanisms and the M&wR “Demokritos” in Attiki, Greece and has been instrumented
phenomena that develop after the tank is filled with waté¥ith an array of thermocouples monitoring the temperature at
(charged)at a temperature higher than its surroundings. Seveirious locations within the water body as well as within the
studies have dealt with the charging phase and the mixing trft'rounding ground. The computational treatment of this configu-
occurs in this case, whereby h@r even chilled)water is dis- ration gives rise to a conjugate heat transfer problem, whereby
charged into a tank already filled with water at a lo@rhigher), besides the tank itself the compytatlonal domain extends into the
uniform temperature or with a thermal stratification present. Ho/oncrete walls and the surrounding ground. Even though the heat

ever, very little work has been done on the still mode of operatioffansfer in the ground is mostly dominated by conduction, several
i.e., the transient process of heat loss from a tank with an initialjPnconductive heat transfer mechanisms are present ag4jell

uniform temperature distribution, in the absence of water inflofyonsidering all these would have severely complicated the mod-
into or outflow from the tank. A closely related problem was stucg!ing efforts, therefore here only the coupling of the tank phenom-
ied by Jaluria and GuptEs] who carried out experimental and€n@ with the conductive heat transfer in the surroundings will be

analytical work on the decay of stratification in two small, wateiconsidered. Besides, a further simplification will be necessary, by
lumping the ground properties into some averaged values and

Contributed by the Heat Transfer Division for publication in th®URNAL OF treating the ground as a homogeneous medium. This is a common

HEAT TRANSFER Manuscript received by the Heat Transfer Division December 22PProach in ground heat transfer simulations in studies of base-
2002; revision received October 27, 2003. Associate Editor: K. S. Ball. ment heat loss from buildinggl0—13 or soil heat exchanger-
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Fig. 1 Underground storage tank configuration: (a) instrumented region for temperature measurements (shaded area) with
computational domain and boundary conditions, (b) temperature sensor locations, and  (c¢) computational grid for the half domain

storage systemfl4]. As far as underground storage tanks ar@mperature for water properties, thus a Rayleigh number equal to
concerned, ground heat transfer has been considered by Pefiai=2.513x10'%. Therefore, considering this order of magnitude,
et al.[15]and Inalli[16]in a cylindrical and Inalli et alf17]in a a turbulence model has to be used in order to guarantee that the
spherical geometry. computational procedure is appropriate at all times. This is further

The configuration of the cubical underground tank under invefistified by a recent study of a heat-up problem of water in a
tigation is shown in Fig. 1g). For a first set of measurements, thecylindrical enclosur¢18], where it was found that at such orders
tank was filled with water and effort was made to obtain a tenof magnitude the natural convective boundary layer tends to be-
perature as uniform as possible, Bt=80°C. Thermocouples come turbulent during the transients, even though it may eventu-
were located over a vertical plane along the central axis of tladly relaminarize due to the build-up of stratification. In the
tank, covering an area which extended up to 1.15 m below theesent cool-down problem, relaminarization is also expected
concrete floor and 1.20 m outwards from the sidewfily. 1(b)). eventually, due to the expected decrease of the driving tempera-
Taking T..=20°C yieldsAT=60 K andT,,=50°C as the mean ture gradients with time.
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Table 1 Diffusion coefficients I',, and source terms S, for  whereX; ,XJ-:(Y,X) andv’, u’ are the velocity fluctuations in

variable ¢ in the generic transport equation, Eq. 3 the horizontal and vertical direction, respectivelyn the vorticity
n T S equation, written here in the form used|[it9], apart from buoy-
¢ ¢ ancy the source term includes a contribution due to Reynolds
Q 1 —(Ra/Pr)@6/3Y) + Sgs stress gradients and this is equal to
0 UPr+uvfioy 0
(fluid domain) S . 2A g2 . 92t
60 r4,(1/Pr) 0 rs=lol 75z~ 7wz Lol 7vax
(solid domaini) IxX= Y IY X
K vty Pt Gi—e where it has been defined for convenience
€ 1+vflo,  Cif1P(€/k)+C3G(€e/k) — Cyof ,(€¥/K) o -
YL U PV 5
TR GY Tox) ST gxE T av? ®)
In the present study, tHe— e model is used and the viscosity ratio
Mathematical Model v{ as well as the production terms of the turbulent kinetic energy

. . . due to sheaP, and buoyancys, appearing in Table 1, are given
Modeling Assumptions. Due to the symmetry of the configu- j the followihg expresiionfk bpearing 9

ration and the lack of any preferred directions normal to the pe
rimeter of the tank, it was decided that the measurements focused . k?
over a single vertical half-plane, where a good level of detail was 4} :Fﬂfucn? ©)

possible to be achieved, as shown in Fig.b)1( A two-
dimensional model was therefore deemed adequate for the present N2 U av)? au )2
2l <] tl=t=] t2| =] |,
aY aY X X

computations as well. When considering only half of the compu- Py= 1}

tational domain, one has certainly to worry about potential

symmetry-breaking bifurcations that occur at intermediate ranges Rav 96

of the Rayleigh number in several natural convection problems. G»=— Pr o oy ©)
t

However, given the very high value of the Rayleigh number of the
present problem, laying in the fully turbulent regime, along witin the present computer code, several turbulence models, most
the fact that the fundamental convection problem is one due ffelonging to the low-Reynoldk—e family, have been imple-
symmetric cooling from the sides and the bottom, a situation ngfented and have been tested for computations of natural convec-
known to be prone to instabilities similar to the heating-fromtion in a previous study18]. More specifically numerical results
below configurations, the use of a two-dimensional symmetrishtained for a differentially heated rectangular cavity of aspect
domain could be adopted with a large degree of confidence. Thigio A=5 with adiabatic horizontal walls were compared against
allowed for a good level of spatial and temporal resolution to htte measurements of Cheesewright e{20]. The overall agree-
afforded in the present problem, characterizing at least the phgent was good, even though each of the models showed better
nomena across a mid-plane of the tank, without resorting to uaigreement for some of the selected quantities and worse for oth-
manageable amounts of data in the measurements on one hamrgdtherefore not leading to a clear-cut preference for one of them.
and to impractical computation times on the other, given the amr this work, where laminarization is expected at some point in
ticipated long transient process of the problem. time, a low-Re model is clearly the best choice, let alone accuracy

Model Equations. With the above considerations, and usin%easons, as the high-Re form is known to overpredict the wall heat

a stream function-vorticity formulation obtained after a Reynol anf\t)eltjslr;nor:jaglusr?:]ecgr?(\a/elftl?_guE(rj%t;lzrrzggé]ﬁ a[g;naoﬁgs [I)Oev:;-n
averaging of the momentum equations and the Boussinesq fely y
i

proximation, the dimensionless equations describing continuid ected here, since it was found [ib8] to yield a good heat

and conservation of momentum and energy in a Cartesian coort nsfer curve along the heated wall, better approaching the mea-

nate system for turbulent flowhere the overbars denote mear?ured values. The various functions involved in this medéi. 6
> . and Table ljare
velocities)can be written as

- —-34
Continuity. = - = —=10-— _
- f, ex%(1.0+Rq/50)2}’ f,=1.0, f,=1.0-0.3exg—R€)
oV ®)
= (2) N
2.9 ¢ where Re=I"q(k%¢). The constants appearing in Eq. 6 and Table 1

have the following valuesC,=0.09, C;=1.44, C,=1.92, oy

Stream Function. =1.0 ando.=1.3 and :Cz=tanHU/V/|, the latter expression being

s ) suggested by Henkes and Hoogendo[®28]. The value of the
FVZRR vt (2)  turbulent Prandtl number is taken as constant, equai,00.9.
Time-dependent transport equation e, 6, k, € Boundary Conditions. The thermal boundary conditions are

shown in Fig. 1. The adiabatic condition, used for the part of the
@, dJ top boundary occupied by the adiabatic lid, giveg/dX=0 at
or X oX the top. At the ground surface next to the tank, a convective
e . - boundary condition was used, with a small Biot number, Bi
where the diffusion coefficierit, and the source ten§, foreach  _ hL/\ ground=0.5. Rather than resorting to heat transfer correla-
variable ¢ are defined in Table 1 witf =v/v. In the deriva- tions, this value was inferred by analyzing some preliminary mea-
tion, and according to the Bousinessq eddy viscosity concept, fi&ement data and approximating the slope of the temperature
Reynolds stress terms and the turbulent heat fluxes have bggsfile just below the ground surface next to the tank. This was
defined as found to remain fairly constant with time. The value=89.5,

¢

J J | — — 9

J
+_
aY

— — applied to Soil 4 for instancésee Table 2), corresponds to a heat
— *(aujJraui) 2. == v:(ae) op & ) P
—Uu; = vi| <+t —< | 5Koj, —Ubl=—I|— JE—
t an (9Xi ‘9Xj 3 ! Ot ‘9Xi 11t should be noted that hed¢ is the vertical and¥ the horizontal direction, i.e.,
(4) a notation typical of vertical natural convection boundary layers is used.
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Table 2 Properties of concrete and ground used

A p Cp pC

Solid (W/m K) (kg/m?®) (Jrkg K) (MJ/mg K)? M rei

Soil 1 0.960 2500 836.8 2.092 3.194 0.506
(average) 29]

Soil 2 0.586 1750 1004 1.757 2.292 0.425
(8% moist) R9]

Soil 3 0.264 1650 795 1.312 1.389 0.318

(dry) [29]
Soil 4 1.900 - - 2.200 5.547 0.533

(well-graded sand
11

Concrete[11] 1.63 - - 1.964 5.329 0.475

¥or water at 50°(C,=4.1297 MJ/m K

transfer coefficient oh~0.5 W/nK, indicative of no significant € equations respectively. The applicability of these functions in

wind activity during the measurement period and characteristic Bf#oyancy-induced flows, as pointed out by Heindel ef28], has

low-Rayleigh-number natural convection. For the remaininget to be confirmed.

boundary conditions, i.e., the far-field boundary conditions at the On the axis of symmetry(=1.35), #y=Q =V =0, whereas the

left and bottom boundaries within the ground, either constant tera-derivatives of6, U, k, ande are set to zero.

perature f=0) or zero temperature gradient may be used, as may

be concluded from previous studies in ground heat transfer simu-

lations, e.g.[12—14], [16]. Here, some experimentation was madgjumerical Scheme

with both conditions and with the location of the boundary and

originally the constant temperature approach was adopted, buGeneral Description. The numerical scheme in its main fea-

was later changed to zero gradient at both boundaries. For figes is the same one that has been described in detail by Papani-

vertical boundary, the constant temperature condition was fOUEﬁlaou and Jaluria ifil9] and[24]. A time-marching procedure is

E/?ertt)i?: ;Pg{%&ﬁig{%n’% \(/jvg\%vleoas ;Ser%grgfdt'ﬁgt;g:gwjt;%g Z‘i‘tt“fﬁ lowed, whereby at each time step the stream function equation,
pasp P ; hng. 2, is solved by the successive over-relaxation metS@R).

bottom boundaryf=0 could be better justified, however, if the tati ld in is divided int b f
boundary is set sufficiently far enough, the zero gradient conditigh'® computational domain is divided into a number of nonover-

produces very similar values and is also less restrictive than t@Ping control volumes, and over each of them the discretized,
isothermal condition by allowing, again, a small horizontal gradiime-dependent transport equations, Eq. 3, are integrated. For the
ent to develop. Therefore, both gradients were set to zero at thégee discretization the Alternating Direction ImplicitADI)
boundaries and this was in fact found to approximate the behavioethod is used and at each half time step linear algebraic systems
of the real system, as obtained by the measurements, more clogglge which are solved by means of the TDMA algorithm. In the
at large times. As far as the final boundary locations are copresent code several higher order schemes for the convective
cerned, these were selected in such a way that any further shiftiggms have been implemented and among those the Hybrid Linear
had only a local effect and did not lead to changes in the resu rabolic(HLPA) scheme 25] has been selected for the present

throughout the domain. p ) . L -
Thg inner and outer walls of the tank are not treated as bourf@mPutations, in the dlscretlzatlor_\ of the vorticity and energy
uations. For the turbulence variablesand e the power-law

aries but as internal lines in the computational domain and spec¥ - e -
Y P eme is used. The wall vorticity is computed by a first-order

equations are solved for points located there as will be descri o " .
below. From the mathematical point of view, the conditions th ?rmula[lg] Wh'c.h IS more stable and readily applicable to non-
' uniform grids which will be used here.

have to be satisfied on these locatigosntinuity of heat flux are
90 96 Computational Grid.  Various grid dimensions and node dis-

N 1(—) =r, 2(— at solid—solid interfacegsoil—concrete) tributions have been considered, by varying the number of grid
Slanjy “\an/, points especially inside the tank where the flow phenomena take
place and boundary layers are present. Originally, computations

((9—6> =Ty 2((9—0 at fluid—solid interfaceswater—concrete) Wereé carried_out over t_he shgded area in Figy)1(For that do-
/., “\an/, main, on which the fluid region grid tests were performed, the
(9) number of grid spacings that was found to be sufficient for the
solid region outside the tank, where only conduction heat transfer

wheren is the direction normal to the interfadeither X or Y). is being simulated, was 17, both at the bottom and to the left of
The stream function and thus both velocity components are setI 2 tank. In the w:'glter 434‘6 spacings were originally consid-

zero at the walls, whereas the wall vorticity is computed from thgred which were then increased to-660 yielding a total number
e e o ot oy ot §LT0deS GLLG1 and 77,77 respecivey. Ver fne spaing was
Y {¥ed towards the solid walls of the tank, the first grid point being

proximations. For the turbulence variables, the wall values alrgcated at a distance of the order of T0from the nearest wall

specified by the choice of the turbulence model ufieglinder- Smaller stretching was used towards the axis of symmetry. An
Sharma)and for which the corresponding conditions in dlmen-even finer grid was used, 187,07, by taking 91501 nodes in-

sionless form are side the tank but, as will be demonstrated in a later section, did

avk\? ky not increase accuracy too much, while at the same time the com-
kw=0, €y=2|=5| =27 (10)  putational effort needed to cover the relatively long time period
aYn Yin : - . : . L
required in this transient problem was increased significantly.

whereky, Y,; are, respectively, the values kfand the normal Therefore, 611 nonuniformly spaced nodes were found to be
wall distance at the first point from the wall. Using the abovsufficient and were chosen as the base grid within the fluid region.
boundary condition fore removes the need for using the addiWhen the domain was later extended outwards, as shown in Fig. 1
tional functionsD,, E, that some low-Re models use in tkend (a), for better handling of the far-field thermal boundary condi-
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a) Medium 2 are placed here midway between nodésP and P, S respec-
»

tively. The discretization coefficients®, each associated with the
corresponding fluxd* shown in Fig. 2&), are here defined as

* __ * __
ag=rcids1, aw=lci@waitlc8w.2
* * __
ay=rcpanz2, ag=Tlci@8g1tlc28e2 (12)

i.e., ajy,ag arecompositecoefficients andag;,a, ; etc. are ob-
tained for each medium in the standard manner. Equations of the
form of Eq. 11, after a suitable time discretizatidrere by means

of the ADI method), may be readily incorporated into the overall
AY system of algebraic equations arising in the usual manner for all
interior nodes and for all media involved, enabling thus the energy
equation to be solved over the entire domain by treating the inter-
face nodes as internal ones.

b) Pr=297 c) Pr=0.733

Code Validation. To validate the treatment of the conjugate
boundary condition described above for natural convection, com-
parisons were made against analytical solutions by Timma and
Padef{27]and Pozzi and Lup{28]. In both cases solutions were

< ol obtained for conjugate natural convection along a vertical flat
plate of length and thicknes$® whose back side is maintained at
02] an elevated, constant temperature and at various Prandtl numbers
and coupling parameters, the latter defined [28] as K
orTToR s o8 1 eZTTeR T e e T =N /N\¢b. The Grashof number Gbased on the length of the
plate was 18, ensuring laminar flow conditions throughout. In the
Fig. 2 (a) Interface control volume for derivation of the conju- present numerical computations a ratibb=40 was chosen
gate boundary condition.  (b) and (c) validation for conjugate and a non-uniform grid of 9839 nodes (vertical
natural convection along a vertical flat plate against analytical X horizontal direction), suitably refined towards the leading edge
solutions of Timma and Padet ~ [27] and Pozzi and Lupo [28]for  and towards the surface of the plate. In Fig. 2 the computed wall
Gr/=10%, Asl/x;b=500 and at two different Prandtl numbers temperature distribution is shown fé=500 and two different

Prandtl numbers, Pr0.733(air) and Pr=2.97 (water, 60°C). As

far as the validation of the turbulence model used and as men-
tions, 22 instead of 17 grid spacings in the solid regions wetned earlier, several of them have been implemented in the
required, thus the final dimensions that arose werg 83 The present code and their performance was assessed in a previous
latter grid is shown in Fig. ). study[18], by comparing with the experimental data of Cheese-

Conjugate Boundary Condition. A crucial element of the wright et al.[20] for a differentially heated cavity of aspect ratio

present computational procedure is the conjugate boundary cori%lr- 5

tion applied at the interface between fluid and sg¢hdre water-

concrete). The approach adopted is based on energy conservaiiiylts and Discussion

principles and the basic concept has been originally presented by

Papanicolaou and Jaluri@4] for a stream function-vorticity for-  Input Parameters. As already mentioned, the properties of
mulation in a Cartesian coordinate system. Later its applicabilityater are taken at a mean temperature of 50°C and witfT a
was also demonstrated in conjunction with a pressure-correction60 K the value of the Rayleigh number is equal to=Ra5
based computational procedure and on a curvilinear coordinatel0'3. The Prandtl number is equal to 3.535. With the minimum
system[26]. The basic idea is to place computational nodes eyrid spacing of the order of 10 (dimensionless), the maximum
actly on the interfaces and to derive special equations for thg,e step allowed is\ 7=5x10"8. The computations start with
associated control volumes such as the one shown in F&). 2(the water at rest initially. As far as the turbulence variables are
By first splitting the control volume into two partial ones therzoncerned and in accordance wjtt8], a 1% turbulence level is

writing the energy balance for each of them, the conditions e4ssumed initially and a dimensionless reference velocity gf

pressed by Eq. 9 can be apphed in an |_ntegral sense, i.e., as int 0. so thatki=0.012><U2f: 10° and a dimensionless length

grated heat fluxes on both sides of the interface which are forc le fore equal tol ,=0 03“;[)/2 whereD=0.5 (i.e., half the

to be equal to each other. This produces a single equation for %ﬁer tank dimensi(e)):l This yielas the initial valués-si=1.2

entire control volume of Fig. Z). For the needs of the present, 10'% and v, =7.5 for the remaining turbulence variables. As far
H N .

problem, the procedure is further generalized by similarly extend- the initial t ture field i d th d data at
ing it into situations where the media on both sides of the interfafi? € Initial temperature nield 1S concerned, the measured data a
may be solid materials. In accordance with the equations p e=-0 shoyved a large non-uniformity within both the water and the
sented in[24] and [26]; therefore, the interface equation ma grroundl_ngs, due to both natural effects and those that have to do
more generally be written as ith previous chargings of the tank, before the actual set of mea-
surements presented here was to start. Both these factors were

a6 . . very hard to control completely over the entire area corresponding
o7 (AX)2AY(re ot reafx)=as (s Op) +ay(p— Oy) to the computational domain. Therefore, it was decided to distin-
guish between two cases in the computations characterized by
+ady(6w— 0p) +ag(6p— ) initial fields with (1) uniform temperature within the wate,

=1, and the surroundinggoncrete walls-ground),#=0 (Case
(11) 1); and(2) temperature distribution obtained by approximating as

where medium 1 is a solid and medium 2 may either be a finid closely as possible a “snapshot” of the initial temperature field,

which caserc ,=1) or a solid with the specified thermal capacityi.e., the measured temperature valued,=ad (Case 2).

ratiorc,. fx is here the local grid spacing ratio in tiedimen- Case 1 is an idealized case, but is of more universal value by

sion, equal tafy=(AX),/(AX),, considering that faces ands allowing a better study of the fundamental problem posed in the
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Fig. 3 Computed streamlines (normalized with the peak value of W ,,) for the underground storage tank at time instants (a-e)
shown on the W, versus dimensionless time curve (15 equally spaced contour values from  —1 to 0.45)

present work, focusing on the hydrodynamic phenomena in theMain Physical Phenomena in the Tank. The study of Hyun
tank and the effect of the ground properties. Case 2 is more refl0] has described the basic phenomena during the adjustment
istic and will allow for comparisons between computations angrocess through which an initially homogeneous fluid is led to a
measurements, even though the findings may inevitably lose stratified state by suddenly applying a linear temperature distribu-
generality to some extent. tion along the vertical sidewall, considering also the case of finite
As far as the properties of the solid materials involved, i.e., sathermal conductance at the wall. The main phases in this process
and concrete, a large scattering of values exists in the literatusee successivelga) the sidewall boundary layer formatiofh) the
especially for soil, depending on its composition, porosity aneluild-up of stratification through redistribution of energy, dojl
moisture content. In this particular case, samples were taken freie final smoothing out of remaining disturbances towards a final
the surrounding soil at three different locations adjacent to tkeyuiliorium state. Such a sequence is also expected in the present
tank and at different depths and its composition was analyzed ir@ol-down process, however here there are no wall temperatures
specialized laboratory. It was found that the soil consisted oftRat remain fixed throughout but their values change constantly
mixture of mostly sand on one hartdlightly under 50% on the with time. From the early computations it became clear that the
averagepnd clay +silt on the othe(slightly over 50%), with only entire process can be divided into two major distinct phases: one
a small percentage of gravél-2%. The moisture content was where the hydrodynamic phenomena are dominant and this covers
found to be quite high, varying between 10—15% for most of thie first few hours only of the process and where the heat losses
depth. However, the full set of thermophysical properties needgge mostly through the natural convective boundary layeos-
here could not be deduced from this sampling, therefore valugsction phaserand a second one where the natural convective
from the literature had to be sought. A good set of soil propertiggw has died out and the heat transfer from the water is mostly by
was given by Carslaw and Jaeg2®], for different moisture con- conduction (diffusion phase). The latter phase theoretically ex-
tents ranging from dry soil to average moisture content, and thagdds up to the point in time when thermal equilibrium is
are given in Table 2. In the same table a fourth set of propertiesgjghjeved. However, the measurements here only lasted for about a
shown, taken from the study of Sobotka et[all] who considered month (756 hours)and, therefore, this was chosen as the time

values covering the range used by different standeA®1RAE,  span to be covered by the computations as well.
European etc.pstablished for the calculation of basement wall

heat loss. The particular value chosen here corresponds to a highlgonvection Phase. For the data corresponding to Soil 4, the
conducting soil thus providing a wide spectrum of soil propertiegomputed streamlines at different time instants during the early
for the present purposes. Properties for concrete are also proviti@sients(the first hour)are shown in Figs. 3 and 4, along with

in both[29]and[11]. Here the values given ii11] were selected, the typical curve of variation of the absolute valuef,,, (spa-
since the higher thermal conductivity of that stu@gferring to tial maximum), which is a measure of the intensity of the recircu-
building basemenjsvas found to better approximate the behaviolation, with time. It is observed that the maximum of this quantity
of the present concrete as arising by the measurements. Also, thigme, say¥ . max iS attained between time instartsandd,

is justified by the expected large moisture content of concretgrresponding to the first 2—3 minutes, as can be obtained when
considering the large elapsed times between construction of the values of dimensionless timeshown, are multiplied by the
tank and measurements. On the last two columns of Table 2 #ygpropriate multiplication factor, which is here equal to 121.06, to
thermal diffusivity and thermal capacity ratiosy; andrc; re- convert them into minutes. The contour values shown have been
spectively, for each soil type and for concrete are shown and thesgmalized with the absolute value OF . max A counter-

will be used in the following computations, using Set 4 as thelockwise rotating recirculating flow is clearly observed, with a
base, because it is expected to lay closer to the actual moistborindary layer developing along the vertical wall from top to
contents. bottom. At timec and beyond, secondary flows appear near the
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Fig. 4 Computed streamlines (normalized with the peak value of W) for the underground storage tank at time instants (f-))
shown on the W, versus dimensionless time curve (15 equally spaced contour values from  —1 to 0.45)

bottom of the tank and these are responsible for the oscillatdByand 6, along with the corresponding variation of the maximum
behavior observed in the corresponding section ofitiig, versus  value of »¥ with time. In accordance with the stream function

time curve. Past poird, the recirculation dies out rapidly but pastyenavior shown in Figs. 3 and 4, there is here also a sharp peak
point g the decrease in intensity is smoother, resulting in & wegltia|ly, followed by a gradual decay as the intensity of recircu-
recirculation at 1 hour of elapsed tin(Eig. 4(j)). This pattern is

C . . A . ) . lation decays. The contour values are normalized with this peak
maintained even at later times with decaying recirculation until a

value of about 2% of' ., maxiS attained and this is taken here ayalue _Of”:cmaX' Here this peak value off is attained at somewhaF
the termination criterion for the computation of the flow field!ater times than those for the peak value of the stream function,
Beyond that time the temperature field is only computed, withiee., between time instantb ande. The area of increased turbu-
frozen flow field maintaining small values of the flow quantitieslence develops in the vertical boundary layer, originally at a ver-
This is where the diffusion phase sets in and this will be analyzdigal coordinate value of 1, Fig. b-e), then shifting upwards to
below. The contours of the eddy viscosity ratio are shown in Figabout 2/3 of water depth and to mid-depth at later times, Fig. 6.
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Fig. 5 Computed contours of the viscosity ratio (normalized with the peak value of v ..) for the underground storage tank at

time instants (7X10%) marked as (a—e) on the Vf,max versus time dimensionless curve (15 equally spaced contour values from
Otol)
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The temperature field during this convection phase does rmrrespond to time instan{@—€ of the previous figures, Figs.
change significantly, therefore in Fig. 7, only time instants—6, while those of Fig. &) to time instantgf—j) of the same
(a,c,e,h,jare shown. There is a heat flow towards the the left wafigures. In these logarithmic plots, the curve obtained at the first
and towards the tank bottom through the corresponding thermahe instantr, exhibits a large distortion, which gradually be-

boundary layers. There is still no evidence of significant stratif'b-
cation in the core of the tank and the cooling of the water body !

omes smaller and more localized at timgs- 73. This pattern is

almost uniform. The behavior of the vertical thermal boundarl}lﬁdlcatlve of laminar-to-turbulent boundary-layer transition and

layer can be better explained by observing the local heat transY&/Y Similar to the behavior observed during the transient heating
curve, i.e., the plot of local Nusselt number ,Nagainst the local Of water in a cylindrical enclosurgl8]. The latter study was in

Rayleigh number Ra Here the coordinate is measured from agreement with previously documented findings on natural con-
the top, downwards along the side wall. The curves of Fig)8( vective boundary layers in water where transition was found to
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Fig. 7 Computed isotherms for the underground storage tank at selected time instants in the convection phase, among those
shown on the W, versus dimensionless time curve
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Fig. 8 (a) and (b) Local Nusselt number versus local Rayleigh
number along the vertical wall ~ (top to bottom) and for the cor-
responding time instants of Fig. 3 and Fig. 4 respectively, and
(c¢) mean Nusselt number at the vertical wall and tank bottom
for the first 12 hours and two soil types
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start at values Ra®Xx 10'? according to some authof81] and

Ra~1.2x10" according to other§32]. However, these criteria
correspond to heated vertical flat surfaces and constant-heat-flux
conditions and their extension to the present case of suddenly
cooled surfaces cannot be granted. However, the order of magni-
tude of the Rayleigh number in the present case lays in the critical
region according to the aforementioned studies and this fact
should be taken into consideration. To the authors’ knowledge,
there are no experimentally or analytically obtained critical values
for transition in a natural convective boundary layer during cool-
down of a fluid. Here the distortion in the Nwersus Racurve,
particularly evident at timesr;— 73, may therefore only be
claimed as a hint of a boundary-layer transition, which however, if
true, is found to take place at much lower values than in the case
of a heated surface as may be observed in Fig) 8¢rder of 13°

for Ra). At later times,r5 and on, relaminarization is gradually
established and the curves become linear and remain so through-
out, with only a parallel shifting to lower values as time advances.
In Fig. 8(c) the mean Nusselt numbers over the vertical wall and
the tank bottom are plotted for the first 12 hours, times extending
into the diffusion phase to be discussed below. Results for two soll
types are shown, the least and the most conductive ones, Soil 3
and 4 respectively. It may be observed that during the early times
(up to 5 hours approximatelyhe heat transfer is mostly through
the vertical boundary layer and that the soil properties have a
negligible influence during this period.

Diffusion Phase. The transient hydrodynamic phenomena
were found to have been completed after approximately 2 hours
and with them the convection phase. However, the computations
of the flow field were still continued until the value &f ,,, re-
duced to approximately 2% of its peak value, a fact which oc-
curred at about 14 hours of physical time. During these early
stages of the diffusion phase the temperature field developed as
shown in Fig. 9Atop) for 4—14 hours. The form of the temperature
field within the tank does not vary much over the same period,

14 hrs.
1.75] 1.75]
1.5] 1.5]
1.25 1.25]
x ] x ]
1] 1]
0.75] 0.75]
I X7 ARAE AR F T AN R MRS AR F T
Y Y
24 hrs. 7 x24 hrs. 13x 24 hrs. 21 x24 hrs. 20 x24 hrs.
1.784
1.5
1.28;
o 1 st
= 0.78 a1—|
ae—— xn.&
0.25! |
D
T -0.28] o ___|
-0.54
=D.75¢

Fig. 9 Computed isotherms for the underground storage tank at the early

stages of the diffusion phase
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Fig. 10 Computed (a) stratification factor and  (b) mean water
temperature versus time for the various soil types of Table 2
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however, now become more obvious both the cooling of watgfig. 11 Local Nusselt versus local Rayleigh number along the
gradually starting to proceed from the bottom up, as well as thertical wall for two different grid dimensions, 77 X 77 (dashed
development of the temperature front in the ground, to the bottame) and 107X 107 (solid line), and at times ~ 7X103=a) 0.01, b)
of the tank and to the left of the vertical sidewall. As observed i0.02, ¢) 0.03 and d) 0.04. At the bottom, the transient behavior
Fig. 8(c), after 5 hours the heat transfer from both surfaces is of the stratification factors and mean water temperature are
the same order of magnitude and the thermophysical propertiesgp compared
soil are now beginning to have a stronger influence.

After a time period of 14 hours, the energy equation is only
solved with fixed flow quantities, at the values these attained with
the completion of the 14-hour period. This allows for a muc

. 'Ehe more conductive the soil, the faster the cooling process and
larger time step to be used on the same gidr£ 10 ). By gp

only one of the soils, Soil 4, is shown to have an e-folding time

continuing the computations for a physical time period of aboutgicp, s shorter than the period of one month covered by the
month, the temperature field develops as shown in Figh®@- computations.

tom). The small degree of stratification that develops during the
first 24 hours starts decaying afterwards and the tank cools dowrEffect of Grid Dimensions. In Fig. 11 the effect of increas-
maintaining an almost uniform temperature distribution at leastg the grid dimension within the water tank is shown. This test
within the top three quarters of it. In Fig. 1d) the time evolution was carried out at the early stages of developing the present model
of the stratification factoS (multiplied by 100)is presented for for the simulation, therefore, as explained in paragraph 3.2, the
the four different types of soils that have been considegis computational domain was the shaded region in Fig) Bnd the
derived by computing the mean temperature over each horizorttab far-field boundaries in the grouriteft and bottom)were set

line of the grid, excluding the top and bottom layers where localt #=0. Nevertheless, this is a very indicative test, as the total
nonlinearities in the distribution are present, and then taking tinember of nodes within the water tank is the same between this
slope of the linear fit of the mean temperature along the verticatiginal and the actual configuration used, the differences being
coordinate(here X) over the remaining height of the tarigore). limited to the ground outside the tank. For the original, shaded
What may be observed is that the behavior is similar for all soidlomain of Fig. 14) the grid dimensions were equal to X77
during the first day, when the convection phenomena are domingffix 61 nodes in the waterand were increased to 10707

and until the maximum o8 is attained. However, at later times(91x 91 nodes in the water), maintaining the same pattern in the
the decay of the stratification follows a different rate for each sailustering of the nodes towards the solid boundaries in the tank.
type. Interestingly enough, it appears here that, the higher tlhbe local Nusselt number, obtained here for Soil 1, exhibits small
thermal conductivity of soil, the higher the rate of stratificatiomliscrepanies at early timéa—d and for some locations, but as
that develops in the tank during the first two or three days éime proceeds the two grids produce identical results. Some early
storage. However, at later times Soil 2 appears to maintain tbiscrepancies may also be observed with respect to the predicted
lowest rate while asymptotically the drier soil, Soil 3, tends tstratification factor shown at the bottom of Fig. 11, whereas the
maintain the highest. In Fig. 18] the mean water temperaturecomputed averaged water temperature in the tank shows a very
obtained by averaging through all grid points in the tank is plottegbod agreement between the two grids at all times. The efficient
against time. The horizontal line at an abscissa efid/the “e- geometric stretching used with theX¥77 grid provided adequate
folding time” or “time constant” for the cooling process and wasaccuracy(less than 2% difference in the mean Nusselt number at
also used by Jaluria and Gugta] to determine the overall heat both the vertical wall and the bottom throughout the convection
loss coefficient in their tank. In this figure it may be observed thahase), while at the same time saved a significant amount of com-
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® present study. These are taken in the ground to the side of the
Surtecs tank, along the vertical wall and along the central axis of the tank

e oxoz lowta 97| @ o, respectively. In the computations, temperature values are moni-
1253 Tank Bottom i o]| %g&, — tored over time at the corresponding nearest vertical and horizon-
E A~ os] tal locations. The comparison is shown in Fig. 42¢), in terms
Nt LT eeem of the dimensional temperatute To nondimensionalize the mea-
- e . . .
Fod |7 @ e sured temperatures and since the ambient temperaturaried
o 22 4 with time during the measurement period, a linear interpolation of
025 e o the values during this period was used and led to the following
:_'7: == - Yencalv o] variation with time:
[ 04 o8 ] 1 12 0o 200 300 ado sk edo 700
9 t [ Hours }

T.=—0.01745% [Hrs]+23.306 [°C] (13)

®) ©

In the computations, the data for Soil 4 have been originally con-
sidered, as closer representing the expected high moisture content
of the present soil during the measurement period. However, as
was found out, the comparisons in the ground to the side of the
tank (location “a”) were still not good enough, the measured
temperature changes with time not being so rapid as in the com-
putations, indicating a higher thermal capacity in that region.
Therefore the thermal capacity ratig. was assigned a higher
value, equal to o= 1.0, in that region and the agreement as far as

. Dep =1 Boton) the temperature variations with time was very close to the mea-
T8 206 ko 4do 3% edo 700 _ |
t[ Hours § sured ones. Such a value for soil can also be obtained by data

) B o encountered in the literature in ground heat transfer simulations,
Fig. 12 Initial temperature distributions ~ (top left) and com-  fqr jnstance, if12]. On the other hand, nonhomogeneities in the
puteddtemgerfture h(|zt)one.? atl Se'ﬁCted dde(pt)hS: . I(a) \tMthll? thke ground properties are to be expected and in some studies, such as

round and along, vertical wall, and (c) central vertical tan ;
gxis, compared gtlo measured data at the respective locations the one by GaUt.h'er et a[_l4]' these have been handled by a
a,b,c of Fig. 1 (b) zonal approach in modeling the ground heat transfer. In the

present simulation, such a situation can be readily handled by the
approach discussed in paragraph 3.3 and the ground region left of
the tank and from its bottom and up was taken as a separate zone
putational time for this transient problem which required a large terms of the thermophysical properties.
number of time stepeCPU time per time step reduced by a factor The overall agreement appears to be satisfactory when looking
of 3). at all three locations, “a”, “b”, and “c”. In the ground, along line
. ) ) “a,” the computations show the surface temperature to attain the
_ Comparisons With Measurements. As was discussed early o\yest value at large times, as the measurements also show. Along
in th!s section, in order to make comparisons with measurements, 4| (line “b”), the computed values are somewhat higher as
in this transient problem, it is necessary to start the computatiogsme vertical gradient is maintained at large times, whereas the
from initial conditions which are as close as possible to the actugeasyrements show an almost uniform temperature. The same
ones. '_I'h_erefore, the initial measgre_d field was studied in detgilhavior can be observed on the tank diie “c”), where in the
both within the water as well as within the ground and the necegymerical results a small stratification persists at large times, but
sary deviations from the !deallzed (_:ondltlons used in the Preitherwise the comparison is fairly good.
ously presented computations were introduced. These are depicted
at the upper part of Fig. 12. As far as the water in the tank is Note on the Use of the Boussinesq Approximation. The
concerned, it was observed that due to the large time requiredramge of validity of the Boussinesq approximation for water is
order to fill the tank with water at 80°C, cooling had alreadynore limited compared to, for instance, air and caution therefore
started at the bottom and a cold layer had already developeddfyuld be used in its application. Here a simplified analysis was
the time the measurements were to start. It was concluded thegpersued based on the relevant criteria outlined by Gray and
fore that a linear ramp distribution, withy=1 at the bulk of the Giorgini [33]. They found that the maximum value of the Ray-
tank water, varying linearly within the bottom 1/4 of the height ofeigh number allowed for water can be quite hi@ireater than
the water and reducing to a value @f=0.86 at the floor of the 10'°), but the driving temperature gradiehT should be less than
tank would have been closer to reality as the initial condition. la few K. Gray and Giorgin{33] used a reference temperature
the ground, a residual temperature field from previous chargin@g=15°C and found for wateAT=<1.25 K, whereAT in their
of the tank(the last of which was completed a week before thease is a vertically applied fixed temperature gradient, giving rise
present measurements had startexlild be observed, as shown into a Rayleigh-Benard problem. Assuming that their analysis is
Fig. 12. applicable to the present problem, even though the boundary con-
The main features of the flow field, not shown here for the sakktions are quite different, and using their criteria with,
of brevity, were somewhat modified in this case and the dowr=50°C instead, it is found thaf T<6.92 K~7 K.
ward flow shown in Figs. 3 and 4, along the vertical wall was Here, however, an appropriate drividgl had to be found, and
observed not to extend all the way to the bottom in this case, dae such the difference between the mean water temperature, hav-
to the presence of the cold layer formed initially along the bottoiing a typical variation as shown in Fig. 1), from a mean wall
surface. This layer is thermally stable and therefore the recirculéémperature valuéalso time-dependent and referring to both ver-
ing flow of warmer water cannot penetrate it, being limited to thecal wall and bottomh was calculated for the convection phase.
top 3/4 of the tank. This fact was also confirmed by the temper#/hen this difference was obtained as a function of time for the
ture measurements. results of Fig. 12, for instance, a drivingT in the range 5—-6°K
Among the temperature sensor locations shown in Filg) fife at all times was found, which is within the limit imposed for
three vertical columns labeled “a”, “b”, and “c” in the same validity of the Boussinesq approximation as computed with the
figure are selected for comparisons with the computations in tkay and Giorgini criterid33].
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Conclusions y, X =

A numerical procedure has been presented to simulate the traq(- X
sient phenomena in water after the initial charging of an under-"’
ground, rectangular storage tank, subsequently left to interact with
the cold surroundings. The flow field in the tank, driven by the
arising buoyancy forces at Re2.5x10' and coupled with the
ground heat transfer problem is being solved for a time period '
extending up to a month, under both ideal and realistic conditions,
In the latter case results are compared with preliminary measure-’
ments. It was found that

t =

horizontal and vertical coordinate distance, respec-
tively (m)

dimensionless horizontal and vertical coordinate dis-
tance, respectivelyy =y/L, X=x/L

physical time(s)

local temperaturéK)

horizontal and vertical velocity components, respec-
tively (m/s)

dimensionless velocity components
(V,U)=(vl(v/L),ul(vIL))

Greek Symbols

1. The hydrodynamic phenomena have their own time scale
which is of the order of a few hours, after which conduction heat %
transfer starts to become important. Therefore, similar future stud- %t =
ies on storage tanks should make a fundamental distinction be- 8 =
tween a convection- and a diffusion-dominated phase, character-
ized, respectively, by a build-up and a decay of stratification in the AT =
water. The realization of this distinction allows for faster compu- € =
tations of the temperature field for long time periods, by switching
to a mere solution of the energy equation after the convection 6 =
phase is completed. The latter may have already been more accu- A =
rately simulated using a turbulent flow model. v =

2. In the convection phase, a large peak in heat transfer takes v, =
place along the vertical wall, through a boundary layer whichmay p =
initially be turbulent if the temperature difference between watey_ 4, =
and surroundings is sufficiently large, as in the present case (60 K
or more)and then laminarize. In the design of actual systems, 4, =
therefore, where the heat losses have to be contained, especially r —
when the still mode between chargings of the tank is of the order p —
of several hourge.g., night-time), this mode of heat transfer con-
stitutes a key mechanism of heat loss and effort should be under- ¢ —
taken to disrupt it.

thermal diffusivity (nf/s)

eddy diffusivity for heat (r/s)

coefficient of thermal expansion of watge= — (1/p)
X(dplaT) p(K™ 1)

temperature scalAT=T,; (water)—T.,

rate of dissipation of the turbulent kinetic energy,
nondimensionalized by®/L*

dimensionless temperatufe= (T—T.,)/AT

thermal conductivity(W/mK)

kinematic viscosity of water (Afs)

turbulent viscosity (rf/s)

density (kg/m)

Prandtl number for the turbulent kinetic energy and
its rate of dissipation respectively

turbulent Prandtl number,= v,/ a;

dimensionless time=t/(L?/v)

dimensionless stream function
V=—g¥/oX,U=3d¥/IY

dimensionless vorticitf) = Q,= dV/dX— Ul Y

3. Considering the uncertainties as far as ground properties anitPSCriPts

composition are concerned, the numerical model needs to interact i
with the measurements in order to accurately simulate the actual w =
conditions. Once confidence is gained, however, the model may o« =
be used to examine alternative cases obtained by varying the ther-
mophysical properties in the ground, due to internal non-
homogeneities, moisture content etc.

initial value
value of a variable at the wall
ambient conditions
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Prediction of Nusselt Number and

Flow Rate of Buoyancy Driven

Flow Between Vertical Parallel
Carl-Olof Olsson Plates

ABB,
Corporate Research, Literature on buoyancy driven flow in vertical channels have been reviewed in order to
SE-721 78 Vasteras, investigate formulas for Nusselt number and flow rate, which can be used in fast calcu-
Sweden lations of temperature rise in electrical apparatuses. The Rayleigh number range spans
from fully developed duct flow to isolated plate boundary layer flow, and both uniform
heat flux and uniform wall temperature boundary conditions are considered. Several heat
transfer formulas are compared, and, for uniform temperature, an improved formula is
presented that indicates the existence of an optimum plate separation. Flow rate formulas
are proposed based on asymptotic estimates and adaptation to data available in the
literature. Based on the flow rate formulas, the influence on flow rate of Rayleigh number
and plate separation is discussedDOI: 10.1115/1.1643908

Keywords: Channel Flow, Cooling, Heat Transfer, Laminar, Natural Convection

Introduction From these investigations it seems as it is acceptable to exclude
: . . . L . the downstream region for the calculation of accurate Nusselt
Buoyan(_:y dnve_n ﬂ.OW in vertical ducts IS of S|gn|f|cance Mumbers. However, the calculated flow rate is influenced by the
many cooling appllc_atlons_. AS an example, d|str_|but|0n t_ransforng—ize of the downstream volume, and if the downstream volume is
ers are (.;OO.Ied by air or ol flowing through straight vertlpal dUCtgxcluded the calculated flow rate at large Rayleigh numbers will
in the windings. In order to calculate the temperature rise of t 2 100 low.

wmdmg_s, the Nusselt numbers of the ducts are needed. F_or FExperiments and simulations for uniform heat flux circular

calculation of duct outlet temperatures, also the flow rates in tta&

; ) cts were presented by Dyg22] and the effect of a restricted
ducts ml_Jst be determined. I—_leat transfer formulas for various d ry was presented by DyE23]. Ducts with restricted entry can
geometries have been published extensively. However, formu

. ) w reversed flow at the outlet and, in the limit of a closed entry,
for the calculation of flow rate have not received the same atteflie duct will act as an open thermosyphon. Recently, Boudebous
tion. In the present paper, results are discussed for the twg ' '

) ; - “al.[24] reported numerical simulations of natural convection in
dimensional flow between vertical parallel plates.

a vertical hyperbolic duct, and Straatman et[25] and Auletta

The first reported experiments considered uniform wall temg 5 126] presented results for parallel plate ducts with down-
perature of vertical plate ducfd] and of vertical ducts of various stream adiabatic extensions.

cross ;ectioni_Z]. Bodoia and Osterl¢3] presented numerical  rhe influence of conduction at the duct entrance was investi-
simulations which showed good agreeme,nt with the ElenfiBhs yated by Martin et al[27], and it was shown that the fully devel-
data for intermediate Rayleigh numbers,’RAt high Rayleigh gped limit does not exist when conduction is accounted for up-
numbers the calculated Nusselt numbers were higher than the gfaam the duct. The deviation from the fully developed asymptote
perimental data as pointed out by Novo{@] and Miyatake and pacomes visible for Rac 1.

Fujii [5]. The reason is that a uniform velocity profile was as- Heat transfer formulas for the entire Reange are given by
sumed at the duct inlet for all Ravhich can not be justified when g5 cohen and Rohsenoyi28] and by Rohsenow et a[29].
approaching the boundary layer regime, i.e., at high. Rarther However, when investigating the available formulas, there seem to
numerical simulations have been reported by AUBg Aung pe large differences between the predictions at intermediate and
et al.[7], Aihara[8], Burch et al[9], and Kim et al[10]for both  phigh R4. One reason could be that the formulas have been de-
uniform wall temperature and uniform heat flux boundary condy e from data that do not cover the whole’Range. There are
tions. Cases of asymmetric heating were also considered. Sparm cations that the Nusselt numbers at intermediaté R

et al.[11] and Sparrow and Azevedd2] conducted a combined I[ijlghtly higher than those obtained when extrapolating from the

experimental and numerical investigation on the heat transfer Ofn h R4 range. On the other hand. when extrapolating from small
vertical channel having one isothermal and one adiabatic wall. gn’ ge. . ’ P 9
d intermediate Ra too high Nusselt numbers might be ob-

In contrast to the numerical investigations cited above, there & . )
numerous work reported in which the upstream volume is it@ined at high Ra _ )
cluded in the model. Kettleborougii3], Nakamura et alj14], The buoyan(;y driven flow is often not stable. Due to dlstur_-
and Naylor et al[15] have reported results for uniform wall tem-bances at the inlet and outlet the flow pattern may change with

perature including the upstream region but not the downstredie. There is also a significant time needed for the flow pattern to

region. The downstream region was included in the investigatiof€iUst to changes in boundary conditions, e.g., a change in surface
by Chang and Lif16], Ramanathan and Kumgi7], Shyy et al. heat flux. As an example, the experiments carried out by Gau
[18], Morrone et al[19], Campo et al[20], and Morrong21]. et al. [39] reqU|red__5 to 6 hours to re_ach stea_dy state. A furth_er
discussion on stability of buoyancy driven flow in vertical ducts is
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF g'Ven. by ChrIStOV and Homs[Bl]. The Inﬂue.nce of a Imearly
HEAT TRANSFER Manuscript received by the Heat Transfer Division February 11$tratlfled fluid on unsteady natural convection along a vertical
2002; revision received October 30, 2003. Associate Editor: V. Prasad. isothermal plate is discussed by Lin et [@2].
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Outlet Results and Discussion

« Heat transfer formulas are discussed for the UHF and UWT
boundary conditions in terms of average Nusselt numbers. Subse-
S Heated walls quently, the flow rate is discussed for UHF and UWT boundary
conditions and new composite formulas to predict the flow rate for
H /; a wide Rayleigh number range are derived.

Nusselt Numbers

As described by Bar-Cohen and Rohsen@8], the Nusselt
number for uniform heat flux can be estimated from
—-1/2

t

12 1.88
- NUsh=| 7 + RaHP 9)
\_Inlet Here, the Nusselt number is related to the temperature difference
between duct mid-height wall temperature and fluid inlet tempera-
Fig. 1 Geometry of parallel plate duct. Gravity acts in negative ture, as
x-direction. " s
q
> (10)

In this paper, available heat transfer formulas are reviewed apguation(9) should be valid for all Raprovided that the duct
the best formulas are pointed out. Formulas are also suggestedvilis are symmetrically heated with uniform heat flux. The first
predict the flow rate for vertical parallel plates having uniformerm s the asymptotic relation for small Ravhile the second
wall temperature or uniform heat flux boundary conditions. Thg,m is an asymptotic relation for large ‘Rd.e., when the wall

The following formula for the average Nusselt number is given

Model Geometry by Ramanathan and Kum§gt7].

A vertical parallel plate duct is shown in Fig. 1. The vertical _ 185 1.3 ~0.6)-1.25
walls can be either isothermal for the uniform wall temperature, Us,avg (H/S)® +(23RA™+0.5R4 (1)

UWT, boundary condition or uniformly heated for the unifor ' L . .
heat flux, UHF, boundary condition. Due to the heated Wa”sr,n'éhe first term is in order to account for the increase in Nu due to

flow will be created from bottom to top, and it will be assume onduction effects Fhat can be important for smalf Rad _small .
that the inlet and the outlet have no constrictions influencing the/ - In the comparlsog_ with qtk}gr_;c;lrénulas, however, this term is
flow. The flow and heat transfer will be governed by the height t%e_tl_;? zero corresponding to Idn '(;"b toh sl

width ratio H/S, the Rayleigh number, and the Prandtl number. N€ €xpression recommended by Rohsenow @8l is

0.2

For uniform heat flux, the following Rayleigh numbers are used: NuS,avg:[(Nufd)73'5+(Nuplate)ias]illgls (12)
p where
R/ — 980s )
(Ikaf(H/S) q/’ S
, NUg gyo= = — 13
ngS Savg Tavg_ Tin kf ( )
Ra = )
akaf NdeZO.zq Rd’)llz (14)
aH4 T
Ret,— 329 3) NUpje= CH (Re) M5 (15)
(,Ykaf 6 P 15
For uniform wall temperature, the following Rayleigh numbers _lz_ - (16)
are used: 5\ 4+9\Pr+10pPy
gB(Tyw—T.)S® The choice of a value foc is not evident from the reference.
Rd:m (4) =1.15 andc=1.07 are claimed to give good agreement with
f some experimental data, while=1.00 is claimed to be the
9B8(Tw—T.)S’ asymptotic value for an isolated vertical plate. The Nusselt num-
Ra=—"——— (®)  bers from Egs(9), (11), and(12) are shown in Fig. 2. The maxi-
f mum difference at Ra= 10° is 17% and at Ra=100 it is 20%. At
gB(Tyw—T;)H?® lower R4, Eq. (11) follows a higher asymptote than the other
Ray= v (6)  formulas.
. o . For large R4 the Nusselt number will be slightly different
The Reynolds number, using the hydraulic diameter, is depending on whether the reference wall temperature is taken at
U (29) the half channel height or is taken as the average wall tempera-
= (7) ture. The wall temperature rise increases witft wherex is the
v distance from the bottom of a vertical plate. Thus, the average
and the Prandtl number is defined as wall temperature rise is
v H H
Pr=—- ®) f (Tw(X) = Tin)dx f CxMadx
s - _— x=0 _ Ix=0 —SCH1’5
In the following, the Prandtl number is taken to be 0.71 if no other 29 "~ H B H 6
value is indicated. a7
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10' T T T 10’

——- Bar-Cohen and Rohsenow [28]
—— Rohsenow et al. [28] c=1.0 -~
-—- Rohsenow et al. [29] ¢=1.15 P
e and Kumar [17] A

/ —-— Bar-Cohen and Rohsenow [28]
+ Rohsenow etal. [29] c=1.0
——- Rohsenow etal. [29] c=1.32
- Sparrow etal. [11]
O Naylor etal. [15]
—— Present Eq. (29)

L ! L L 10-' 1 | 1 1
10° 10' 10° 10° 10 10° 10° 10' 10° 10° 10 10°

Fig. 2 Nusselt numbers for uniform heat flux Fig. 3 Nusselt numbers for uniform wall temperature

and the ratio of average wall temperature rise and temperature f$ee choice of a value foc is again not evident from the refer-

at half height becomes ence.c=1.32 andc=1.20 are claimed to give good agreement
with some experimental data, white=1.00 is claimed to be the
ECHUE’ asymptotic value for an isolated vertical plate.
Tavg— Tin 6 5/6 The experimental data of Sparrow et 1] were best corre-
Top—Tn  C(ART 271~ 0957 (18) |ated by the expression
According to Rohsenow et g129], page 4.15, the isolated vertical Nus=0.667Ra)***° (26)

plate relation withc=1.00 Zhofyl_ld be utfe?\lwit'iﬁivg. Asba Czn}. Their data ranged from Ra 200 to R4=80000 and were based
sequence, using,y, instead ofT,q in the Nusselt number defi- , \he heat flux for the heated wall, the other wall being adiabatic.
nition would correspond to a value ofbelow unity since The Nusselt numbers from Eq0), (22), and(26) together
NUs avg™ NUs 1472 (19) with _t_he data from Naylo_r et a[.1_5] are shown F@gs. 3 an_d 4. A

. modified form of Eq.(22) is also included in the figure. It is seen
which follows from Eqs.(18), (10), and(13). The curve f’o_r Ed. that there is good agreement between the experimental correlation
(9) shown in Fig. 2 should, thus, be even higher at largé iR&  from Sparrow et al[11] and the numerical data of Naylor et al.
was drawn for Ny .,qinstead of N y/>. _ [15]for Ra from 200 to 80,000. However, the slope of the curve

No adequate data have been found in the literature that cou ng Eq.(26) is different from the high Raasymptote. It is

help to choose the best formula for the UHF boundary COnd't'C{Herefore not possible to obtain good agreement for a large Ra

among the formulas cited above. Based on the high@8mp- iioral using the form of Eq(22). However, Eq(22) can be

tote, Eq.(12) usingc= 1.0 would be the best choice provided thal s ) : .
H/S is sufficiently large that conduction effects for small’Rae Eg%dlf;)eyd to better fit the data by replacing the high' e, Eq.

negligible.
The formulas given above are for the uniform heat flux bound- Nupiae= CCj (Rl ) 4" (27)
ary condition. For the uniform wall temperature boundary condi-
tion another set of formulas will be given in the following. As
described by Bar-Cohen and Rohsen@8], the Nusselt number

for UWT can be estimated as
\ 576 . 2.873\ 712 -
"\ R T (R 0
The Nusselt number is defined as
ds S
Nug=———— 21
S Tw—Tin ks 1) E;
The expression recommended by Rohsenow d8l}is
Nus=[(Nurg) "+ (NUpgd ~ %112 (22) . |
1 + Bar-Cohen and Rohsenow [28]
where -+ Rohsenow et al. [29] ¢c=1.0
——- RAohsenow et al. [28] ¢=1.32
Ra, Szar;t:v; e; al. [11]
Nde:ﬂ (23) i greyslent :qu.' ([;9?)1
NUpaie=CCy(Ral ) V4 (24) @ W
= 0.671 Fig.4 Nusselt numbers for uni I Enl
C = — (25) ig. usselt numbers for uniform wall temperature. Enlarge-
[1+(0.492/ Py ment of Fig. 3.
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f=1+(Ra) %4 (28) where

where the exponent0.4 has been chosen to give the best fit to . H/(2S)
the data. The correlation exponent of EB2) was also changed X = Re (39)
from 1.9 to 1.3. The improved formula thus reads

Equation(37) can only be valid when the buoyancy driven flow is

Nus=[ (NUsg) "+ (NUpige) ~ 72 ( similar to developing duct flow, i.e., for low and moderate’ Ra
where The flow rate for Raapproaching infinity can be derived from
estimates of the boundary layer thickness and velocity scale of the
_Ra’ momentum boundary layer of a single vertical plate. Following
Nurg=—4 (30) ' Bejan[34], the velocity scale is
NUpiare= G (Ral ) " 31 v % PP(Ra;)® (40)
f=1+(Ra) %4 (32)

and the momentum boundary layer thickness is
— 0.671
(33) SxHPr Y5(Re;) ~1° (41)

CI =1+ (0.492/Py7T
. . where the modified Rayleigh number is defined according to Eg.
One consequence of the modified formula, E29), is that a (3). Thus, the scale of %/he?‘Iow rate should be 9 q
maximum heat transfer coefficient will be predicted for a certain '

Rd, i.e., for a given Ra there will be a plate separation giving e pv 6% pars(Re) YoPYS 42)

maximum heat transfer. This is in contrast to the unmodified for- ] . . . )

mula that predicts maximum heat transfer at the single plate limiRéplacing Rg with Ra' and writing on dimensionless form, we

The optimum R&is depending on Pr through E¢33). For pr have

=0.71, 5, and 50, the optimum Rare approximately 1050, m H

1290, and 1410, respectively. —oc(Rd’)”SPrl’S( §) (43)
pag

Flow Rate. In analogy with the Nusselt number formulas pre-

sented above, formulas for the flow rate can be constructed fr(&ﬁugﬁoq(‘lﬁ) is the corre;:thscile fc()jrlthe flgw rz;te ‘l’éh;nﬂr' g
the asymptotic relations that hold for Rapproaching zero and or Pr>1, the exponent of the Prandil number should be change

, P . from 1/5 to 1/2. This is due to that the momentum boundary layer
R.# approachnn_g infinity. For the unlform heat flux bounde}ry COMickness is larger than the thermal boundary layer thickness for
dition, the relation for Raapproaching zero can be obtained ap~1 see Bejari34]

follows. ; ;
. . Equations(37) and (43) can be used to construct a composite
The pressure drop for fluid flow through the duct is formula which could be used for all Rawe get
2 1
Pr| [4RdPr 247
: (HIS)?

H
— N2
Ap= fappm m (34) Re=

where f .o, is the apparent Darcy friction factoH the channel
height,S the plate spacing the fluid density, andh the flow rate.
This pressure drop is balanced by the buoyancy force due to the 1
vertical density gradient in the duct. Using the Boussinesq ap (15 Rd)V5PIE(H/S)) 24

proximation, the pressure drop should equal

(Tout_ Tin) H
- pout in where the relation
Ap=pgBH —" (35)

app
-12.4

whereg is the gravitational acceleratiop, the coefficient of ex- m_ RePr (45)
pansion, andl,, and T;, are the fluid bulk temperatures at the par 2
duct outlet and inlet, respectively. From a heat balance for thgs been used. Equati¢#4) is an implicit formula for Re since
duct, the bulk temperature difference can be expressed as the apparent friction factor depends on Re through B&)_ and
qi2H (39). However, using L_Jnity as start guessfigy,, the formula will
Tou— in:_s_ (36) converge after a few iterations.
mc, The coefficient 1.5 in the second term of E44) as well as the
correlation exponent 2.4 are based on the best fit to data given in
Campo et al[20] and Ramanathan and Kumf7]. A compari-

The flow rate can now be solved from E@84)—(36), giving the

expression son of predictions using E@¢44) and the literature data are shown
 [4pPgSBaLH\ AR Pr |\ in Table 1. The general influence of 'RandH/S is well captured
m= T oy =pas| ———(H/9) (37)  even though the formula predicts slightly too low Re at the lowest
app~p app

and the highest Raand slightly too large Re at intermediate”’Ra
In the second equality of Eq37), the channel Rayleigh numberlt cannot be excluded that the correlation parameters would be
Rd’ and the Prandtl number have been introduced. slightly different if data for a wider range ¢1/S were available.

The apparent friction factor for parallel plate flow depends obBata forH/S from 0.4 to 5 can be found in Morrone et §19]
Reynolds number and flow development length. According @nd some of these data are included in Table 1. However, the
Shah and Londori33] the apparent friction factor for laminar boundary layer approximation used in the derivation of @4) is
developing flow between parallel plates can be determined framt valid for small aspect ratio ducts, and as a consequence the
the relation data of Morrone et al[19] represent larger Reynolds numbers

N 12 than those predicted by the formula.
fappRe: 3.44 n 24+0.674(4x") —3.44(x") (38) Relations for flow rate for the uniform wall temperature bound-

4 (xT)¥? 1+0.000029x ™) 2 ary condition can be obtained following the same outline as for
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Table 1 Comparison of Eq.

(44) with literature data at uniform

Table 2 Comparison of Eq. (52) with literature data at uniform

heat flux wall temperature
Ref. Re’ H/S Pr Re Re Eq(44)  Diff. [%] Ref. Ra H/IS Pr Re Re Eq(52) Diff. [%]
[20] 7.1 10 071 236 21.2 —-10.3 [16] 1600 5 0.7 231 227 -1.7
[20] 355 10 0.71 468 46.0 -1.9 [16] 16000 5 0.7 557 577 3.6
[20] 71 10 071 629 63.7 1.2 [16] 160000 5 0.7 1260 1280 1.6
[20] 355 10 071 125 131 5.3 [16] 1600000 5 07 2670 2580 -3.4
[20] 710 10 071 168 177 5.3 [16] 800 10 07 335 327 -2.4
[20] 3550 10 0.71 333 335 0.7 [16] 8000 10 0.7 909 888 -23
[20] 7100 10 0.71 447 433 -3.1 [16] 80000 10 0.7 2100 2030 -33
[17] 100 15 07 107 114 6.9 [16] 800000 10 0.7 4160 4210 1.2
[17] 400 15 0.7 200 213 6.5 [15] 1470 5 0.7 204 218 6.9
[19F 2272 05 071 2137 9.96 —53.4 [15] 23.3 12 0.7 48.0 42.9 -10.6
[19F 710 1 0.71  22.99 14.74 -35.9 [15] 4670 12 0.7 829 860 3.7
[19T 222 2 071 2473 19.88 -19.6 [14] 14.7 5 0733 126 11.8 -6.3
[19F 22.7 5 071 205 18.43 -10.1 [14] 1470 5 0733 192 211 9.9
;8%1 14.0 5 0.7 13.64 11.8 —135
1 ; 8 1400 5 0.7 218 211 -3.2
Not used for adaption. (13 14.7 5 0733 109 11.8 83
[13 1470 5 0733 294 211 —28.2
Els 7.1 5 071 7.65 6.58 —14.0
o . Els 710 5 0.71 187 153 —-18.2
the derivation above. At Raapproaching zero, the buoyancy [g} 710000 5 0.71 6513 2010 —69.1

force that balances the flow resistance of EB34) is

Ap=pgBH(Tw—Tin) (46)

since the fluid bulk temperature in the channel is close to the wall
temperaturdy, . Solving for the flow rate from Eq$34) and(46)

INot used for adaptation.

we obtain

m [4RdPr 12
—= (H/S) (47)
pag fapp
For Rd approaching infinity, the velocity scale is
af
v PrA(Ray) (48)
and the momentum boundary layer thickness is
SxHPr "(Ra,) 1 (49)
Thus, the scale of the flow rate should be
e pv 8 pa(Ray) Y44 (50)

After replacing Rg with Ra and writing in dimensionless form,

we have

m
—oc(Ra ) VPrY4(H/S)
pag

(61)

boundary conditions used by Kettleboroug!3] and Burch et al.
[9]. Since the velocity profile was specified on the inlet boundary,
the flow rate might become too large at large’ Ra

When the flow rate formulas are available, the influence of
Rayleigh number andH/S on Reynolds number can be investi-
gated. Reynolds numbers for the UHF boundary condition are
shown in Figs. 5 to 8. In Fig. 5, the influence of"Ran Re for
fixed H/S is shown. It is seen that Re increases with increasing
Rd'. In Fig. 6, it is seen that for fixed Rathere is a linear
increase in Re with increasing/S. In Fig. 7, Re is shown as
function of H/S for fixed R& . This condition could, e.g., repre-
sent a duct of fixed wall separation and heat flux and thus the
curves show the influence of changing the duct height. Increasing
the duct height corresponds to increasing Re, i.e., increasing flow
rate through the duct. Finally, in Fig. 8 the influenceHfS on Re
is shown for fixed Ra. This condition could, e.g., represent a
duct of fixed height and heat flux and thus the curves show the
influence of changing the wall separation. Increasing the wall
separation, i.e., decreasing/S, corresponds to increasing Re.
From the asymptotic relations it can be found that the flow rate is

Equation(51) is the correct scale for the flow rate when<Pr.
For Pr>1, the exponent of the Prandtl number should be changed
from 1/4 to 1/2, see Bejai84].

Using Egs.(47) and (51) we can construct the composite for-
mula, valid for all Ra:

Re:E 1 H/s=1op,,...-»—""'//
Pr| [4R&Pr 08172 i
(H/S) e HS =50 _
fapp 1wl - -~
1 —1/0.81 - HIS = 20 -
N : 52 ) i} e
(6.6Ra) TPI(HIS)) ™ ©2 wa

The coefficient 6.6 in the second term as well as the correlation
exponent 0.81 are based on the best fit to data found in Chang and
Lin [16], Naylor et al[15], and Nakamura et dl14]. These data

are given in Table 2 together with some data from Kettleborough
[13], Aihara[8], and Burch et al.9]. Again, the general influence

of Rad andH/S is captured by the formula even though the for-
mula predicts slightly too low Re for small RaAt intermediate

and large Rathe formula seems to predict significantly lower Re
than the data from Kettleboroudi3]and Burch et al[9]. How-

.
10°
Ra”

ever, these differences might be explained by the artificial floRig. 5 Re versus Ra ” for constant H/ S at uniform heat flux
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Fig. 6 Re versus H/S for constant Ra

10°

at uniform heat flux

H/S

Fig. 7 Re versus H/S for constant Ra ¥ at uniform heat flux

10°
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T _ 4012
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Fig. 8 Re versus H/S for constant Ra ; at uniform heat flux
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Fig. 9 Re versus Ra' for constant H/S at uniform wall
temperature
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’

Fig. 10 Re versus H/S for constant Ra ' at uniform wall

temperature
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Fig. 11 Re versus H/S for constant Ra g at uniform wall
temperature
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10' . Nus = Nu for uniform wall temperature, E¢21)
Nus avg = Nu with average wall temperature, Ed.3)
Nus 2 = Nu with wall temperature at half duct height, Eq.
(10)
Nuigy = Nusselt number at fully developed duct flow
NUpiae = Nusselt number for vertical plate
Pr = Prandtl number, Eq8)
Jy = surface heat flux, W/f
Ra = Rayleigh number, Eq5)
Ra = modified Rayleigh number, E@2)
Ra = channel Rayleigh number, E)
Rd' = modified channel Rayleigh number, EG,)
Ra;, = Rayleigh number, Eq6)
Rg, = modified Rayleigh number, E43)
Re = Reynolds number, E|7)
S = wall distance, m
T = temperature, K
10 0 0 Tag = average wall temperature, K
ws T = wall temperature at half duct height, K
) ) Ti, = inlet temperature, K
Fig. 12 Re versus H/S for constant Ra , at uniform wall T, = bulk outlet temperature, K
temperature T, = wall temperature, K
U,, = mean velocity, m/s

m
) ) v = boundary layer velocity scale, m/s
proportional to the square root of wall separation at the fully de- ¢ — co-ordinate, m
i

veloped limit and independent of wall separation at the single y+ _ gge Eq(39)

plate limit. = fluid thermal diffusivity, n¥/
For the UWT boundary condition, the influence of RadH/S g — y o usvi, m

on Re is shown in Figs. 9-12 The g(_enera_l observations are the s _ ggﬁfélg{lier;tlg}f/;xlﬁ)e?]rést;]or;,cillelf m
same as for the UHF boundary condition discussed above. v = kinematic viscosity, /s

It should be noted that laminar flow is assumed throughout the — fluid density. k /rr°1'
analyses in this paper. If transition to turbulent flow occurs, the P u Y. K9
Nusselt number will be larger than predicted and the Reynolds
number will be smaller than predicted. The Reynolds number de-
crease at transition is a consequence of the increasing appal n%
friction factor and the increasing momentum boundary lay elerences
thickness. [1] Elenbaas, W., 1942, “Heat Dissipation of Parallel Plates by Free Convection,”

; i B Physica,IX/1, pp. 2-28.
The present analyses are also resricted to the two dlmen5|on?£] Elenbaas, W., 1942, “The Dissipation of Heat by Free Convection: The Inner

flow between infinite parallel _P'ates- However, the f_ormU|aS for ™ surface of Vertical Tubes of Different Shapes of Cross-Section,” Physica,
both Nu and Re can be modified to provide approximate results 1x/8, pp. 865-874.

for rectangular ducts simply by replacing the terms representind?:] Bodoia, J. R., and Osterle, J. F., 1962, “The Development of Free Convection
the fully developed limits with terms for the actual rectangular . Beétween Heated Vertical Plates,” ASME J. Heat Transi, pp. 40-44.

. . .. L. [[4] Novotny, J. L., 1968, “Laminar Free Convection Between Finite Vertical Par-
cross section. The single plate limits should be valid independent ™ 5| piates,” in Progress in Heat and Mass TransfeF. F. Irvine Jr. ed.2,

of the shape of the cross section. Pergamon Press, New York, pp. 13—22.
[5] Miyatake, O., and Fuijii, T., 1972, “Free Convection Heat Transfer Between
. Vertical Parallel Plates—One Plate Isothermally Heated and the Other Ther-
Conclusions mally Insulated,” Heat Transfer-Jpn. Re,,pp. 30—38.

f ] Aung, W., 1972, “Fully Developed Laminar Free Convection Between Vertical
Heat transfer formulas from the literature have been compareé6 Plates Heated Asymmetrically,” Int. J. Heat Mass Transie, pp. 1577—

and recommended formulas are pointed out. An improved formula 15g0.

is suggested to better capture the Nusselt numbers at intermediatg Aung, W., Fletcher, L. S., and Sernas, V., 1972, “Developing Laminar Free

Ra for uniform wall temperature boundary condition. From the ﬁgg}"mggT?gg’;?ee;sVgg'cgz'g'glatzgéastes with Asymmetric Heating,” Int. J.

|mprovgd fO(nqua it is f_ound that there mlght b,e, a finite wall [8] Aihara, T., 1973, “Effécts of Inlet Boundary Conditions on Numerical Solu-

separation giving a maximum heat transfer coefficient. tions of Free Convection Between Vertical Parallel Plates,” Report of the
Formulas for the prediction of flow rate have been proposed Institute of High Speed Mechanics, Tohuku University, Jaj#,pp. 1-27.

based on asymptotic estimates and best fit to data found in th@] Burch, T., Rhodes, T., and Acharya, S., 1985, “Laminar Natural Convection

literature. The formulas provide good agreement with literature gst"ﬁ‘;gfﬂg%'y Conducting Vertical Plates,” Int. J. Heat Mass Trangir,

data forH/S greater than 5. [10] Kim, S. H., Anand, N. K., and Aung, W., 1990, “Effect of Wall Conduction on
Free Convection Between Asymmetrically Heated Vertical Plates: Uniform
Wall Heat Flux,” Int. J. Heat Mass Transfe33, pp. 1013—-1023.

Nomenclature [11] Sparrow, E. M., Chrysler, G. M., and Azevedo, L. F., 1984, “Observed Flow
C, = see Eq/(25) Reversal and Measured-Predicted Nusselt Numbers for Natural Convection in
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1 Introduction the results of measurements of the spectral index of absorption for

The models suggested so far for radiative heating of fuel dro{gur samples of diesel fuels, including two samples for which the

e ) . i ) eing’ process of fuels was simulated by prolonged boiling,
!ets can be SUbd'V'ded. into three main groups: th_ose Wh.'Ch taj¢ re reported. Due to experimental restrictions, these measure-
into account the semi-transparency of droplets in the infrar

range and the distrib_ution of r_adiation absorption inside dropIeﬁgrgt_sg\fr;ebpl)ﬁr:]?)rtr?ne;jh;nrrnegzpf ;ﬁﬂiﬁ??ﬁtéﬁ;@gs
(e.g.,[1,2]), those which take into account the semi-transparengiicyjarly important as it corresponds to maximal intensities of
of droplets in the infrared range, but not the distribution of radignermal radiation in the range of temperatures 1449—2635 K, as
tion absorption inside droplets.g.,[3]), and those which assumero|iows from the Wien's law. This range is perhaps the most im-
that droplets are gray opaque sphel$]. The second group of portant for applications in diesel engines and the absence of data
models provides a reasonable compromise between accuracy @ad rather regrettable. In this paper the measurements reported in
computer efficiency. ) _ ) [6] are supplemented by the measurements in the ranga-13

The focus of this paper will be on this particular group, angym using a new experimental technique. Hence the whole range
more specifically on further development of the approach used@p 4m—6 um is covered.
[3]. The model suggested i8] takes into account the semi- ] ]
transparency of these droplets but its formulation is consideratly Optical Properties of Fuel
simpler when compared with the previously suggested models-The index of absorption of diesel fuels was measured in the
Detailed Mie calculations were replaced by the approximation génges 0.2:m—1.1um, 1 um—3 um, and 2um—6 um. Ultravio-
the absorption efficiency factor for droplets with an analyticabt near-infrared spectr®.2—1.1um) were obtained using a UV-
formulaar’g, wherer 4 is the droplet radiusa andb are quadratic visible spectrophotometer Shimadzu, model 1601. The spectra
functions of gas temperaturghe authors of(3] implicitly as- were recorded versus n-hexane as a background.
sumed that the external gas temperature, responsible for radiativén the range(1-3 um the index of absorption was measured
heating of droplets, is equal to the ambient gas temperature, using a Fourier Transform Infrared Spectromefdicolet FT-IR
sponsible for their convective heatingrhe coefficients of this Nexus). This spectrometer is designed to work in the mid-infrared
function were found based on the comparison with rigorous cal near infrared range. The experimental setup used to record the
culations for realistic diesel fuel droplets with radii in the rangéuel spectra was optimised for analysis in the near infrared range.
5-50 um and gas temperatures in the range 1000—3000 K. THi§e program used was OMNIC E.S.P. version 5.2a set in Trans-
model allowed the authors to attain a reasonable compromise Bussion E.S.P. experimental mode. A resolution of 4" ¢nwas
tween accuracy and computational efficiency. This is particularysed, recording four scans in a NaCl cell with an optical path-
important for the implementation of the thermal radiation modégngth of 0.025 mm. The background was recorded as the empty
into a multidimensional computational fluid dynami&FD) code NaCl cell. _ _ _
designed to simulate combustion processes in diesel engines. _ Infrared spectrd2—6 um) were obtained using FTIRFourier

The main objective of this paper is to investigate the applicdransform Infrarefispectrometer Perkin Eimer 1720-X, at 4 ¢
bility of the model suggested if8] for a wider range of droplet resolution, 4 scans, in a NaCl cell with 0.011 mm optical path
radii, external and ambient gas temperatures and for various typgth. The error of measurements of absorptance was about 5%

of diesel fuel. We use the same types of diesel fuel 46 rwhere ~ across the whole range of wave-lengths. The lower threshold for
measurements in this spectral range is higher when compared with

Contributed by the Heat Transfer Division for publication in th®URNAL OF the measu_rements rEported[Bﬂ where it was 1.3%um. The use
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 7, 2003‘,3f Conventlonal FT-IR _SpeCtrometers_ to measure absorptance be-
revision received September 22, 2003. Associate Editor: A. F. Emery. yond the mid-range infraredapproximately 2.5um or less)
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would result in large experimental errors, due to the detection LE+00
limit of the spectrometer having been reached. This may explain
some of the discrepancies in the 2481 range obtained using
different techniques. The results obtained by the Nicolet FT-IR
Nexus spectrometer were used in this range.

Diesel fuels have relatively high absorption below pu#, ex- 1LE-04 4
ceeding the measuring limit of the instrument. In this range, the ‘ —— Yellow unboiled
spectrum was recorded in a 1 cm quartz cell for samples diluted ! ellowhotled
with n-hexane. The latter is transparent in the studied range of B0y N\ _— e
wavelengths. In the ranges of 3.33—-3,68 and 6.76—6.94um,
where absorption of the samples exceeded the instrument measur- 1LE-08 ‘ ‘ :
ing limit, the spectra were recorded for samples diluted with chlo- 0 1 2 Gl 5 6
roform. The correction for dilution was made in both cases. All
measurements were carried out at room temperature. The resultfitg 1 Indices of absorption of four types of diesel fuel versus
spectra are not expected to differ, until the boiling point of the fuelavelength \. Yellow fuel corresponds to low sulfur ESSO
is reached. AF1313 diesel fuel used in cars; pink fuel corresponds to BP

Results of the measurements of the index of absorptieme Ford reference diesel fuel used in off road equipment.
presented in Fig. 1. The plots are shown for low sulfur ESSO
AF1313 diesel fuel used in cafgellow) and BP Ford reference
diesel fuel used in off road equipment in which dye was added for
legislative purpose&ink). Also the plots referring to these diesel As can be seen in Fig. 1, the dependencex an the type of
fuels after they have undergone a simulation of ageing processdigsel fuel is noticeable, especially in the ranges of semi-
prolonged(six hours)boiling are shown in the same figure. Dentransparenci\<3 um and 4um<A<6 um. Peaks of absorption
sity of the yellow fuel was experimentally determined as 81fbr all types of diesel fuel practically coincide. The valueskdh
kg/m® and the boiling point in the range of 458—468 K, whereathe ranges 0.2um—1 um and 3um—6 um coincide with those
density of the pink fuel was experimentally determined as 8Zhown in Fig. 3 of 6]. The differences in the optical properties of
kg/m® and boiling point in the range of 468—478 K. The densitjuels shown in Fig. 1 are expected to be transformed in different
was measured at room temperature. Both parameters were meades of the absorption efficiency factors of fuel droplets as dis-
sured at atmospheric pressure. cussed in the next section.

1.E-02 {

Table 1 Values of coefficients a;and b; (i=0,1,2) in Eq. (5) for 1000 K < T,,=< 3000 K, various
types of diesel fuel and various ranges of droplet radii

Type of Rinin Rmax a &, b}l bgz
fuel (um) (um) a (K™ (K™) by (K™ (K™)
Yellow 5 50 0.1040 -0.05 0.008 0.4916 0.10 —0.008
unboiled
Yellow 5 100 0.1689 —-0.09 0.010 0.4240 0.10 —0.010
unboiled
Yellow 5 200 0.1236 —-0.07 0.010 0.3152 0.10 —0.010
unboiled
Yellow 2 50 0.1035 —-0.05 0.008 0.4959 0.09 —0.007
unboiled
Yellow 2 200 0.1541 —-0.09 0.010 0.3399 0.10 —0.010
unboiled
Pink 5 50 0.0888 —-0.05 0.007 0.4454 0.10 —0.010
unboiled
Pink 5 100 0.0965 —0.05 0.007 0.4135 0.10 —0.010
unboiled
Pink 5 200 0.0116 —0.06 0.009 0.3569 0.10 —0.010
unboiled
Pink 2 50 0.0904 —0.05 0.007 0.4430 0.10 —0.010
unboiled
Pink 2 200 0.1112 —0.06 0.009 0.3680 0.10 —0.010
unboiled
Yellow 5 50 0.1093 —0.06 0.008 0.5083 0.08 —0.007
boiled
Yellow 5 100 0.1319 —-0.07 0.010 0.4401 0.09 —0.008
boiled
Yellow 5 200 0.1843 -0.10 0.020 0.3305 0.10 —0.010
boiled
Yellow 2 50 0.108 —0.06 0.008 0.5133 0.08 —0.007
boiled
Yellow 2 200 0.1662 —-0.09 0.010 0.3555 0.10 —0.009
boiled
Pink 5 50 0.0716 —-0.03 0.004 0.4420 0.20 —0.020
boiled
Pink 5 100 0.0779 —-0.03 0.004 0.4165 0.20 —0.020
boiled
Pink 5 200 0.0917 —-0.04 0.004 0.3817 0.10 —0.020
boiled
Pink 2 50 0.0725 -0.03 0.004 0.4422 0.20 —0.020
boiled
Pink 2 200 0.0878 —-0.03 0.004 0.3898 0.10 —0.020
boiled

106 / Vol. 126, FEBRUARY 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3 Absorption Efficiency Factor of Droplets 06
Yellow diesel fuel unboiled

According to the Mie theory, the absorption efficiency factor of 051 [ 1000  Ter s 3000 K
droplets Q, depends on droplet diffraction parameter
=2mrg/N and complex index of refraction of the fueh=n
—ix, wheren is the index of refractionk=a,\/(47) is the
index of absorptiona, is the absorption coefficient. These calcu-
lations are rather complicated, especially for large droplets ( 02
>1). This stimulated attempt to develop simplified models spe-
cifically focused on the range of parameters typical for diesel fuel
droplets([3,6—8)). The following approximation foQ, has been 00
suggested7]:

04

03

Q. orAy

0.1

0 10 20 30 40 50

Radius (um)

Qu=———[1—exp —4xx)]. )
(n+1) Yellow diesel fuel unboiled

1000 < Ter £ 3000 K

This equation gives a slightly better approximation@ywhen 06
compared with that used ir8].
The values oh were calculated based on subtractive Kramers- 2
Kronig analysig[9,6]. It was shown that the results of these cal- 5
culations can be accurately approximated by the following rela- g
tionship[8]: 021
A=Xp ‘
n=ngy+ O.OZW, (2 0 0 2 40 60 80 100
m ’ Radius (um)

whereng=1.46, \,,=3.4um, \ is the wavelength inum. For

practical calculations ok the dependence af on A can be ig- Fig.2 Plots of Q, versus r, (solid) and A, versus ry (dashed)

nored, anch can be put equal to 1.4®]. for Tey=1000K, Teq=1500K, T,,=2000K, T,,=2500K, and
As in [3], we assume that the dependence of radiation intensify«=3000K (indicated near the curves ) for yellow unboiled

on \ is close to that of a black body. Using Ed.) we calculate diesel fuel. Plots shown in Fig. 2 (a) are based on the values of

. - coefficient found for external gas temperatures in the range
the averagedover wavelengthsabsorption efficiency factor of 1000°K< T,,<3000°K and droplet radii in the range 5 <r,

droplets as <50 um. Plots shown in Fig. 2 (b) are based on the values of
Sl coefficient found for external gas temperatures in the range
exp — -rtd 1000 K= T,.,=3000K and droplet radii in the range 5 =ry
o 4n L sz \ d)\/ <100 um.
' (n+1)? a NI [exp(Co /(N Tex)) — 1]

A dh types of diesel fuel under consideration. It has been shown that

f , (3) approximation4) with a andb defined by(5) is applicable for all

A AO[eXP(Co /(N Teg)) — 1] four types of fuel in the ranges<2ry=<200um and 1000 K

<T.~<3000K, although it becomes less accurate for droplets
with radii greater than 5@um. Results of calculation of the coef-
ficients in(5) for various ranges af for all four types of fuel are
shown in Table 1. As can be seen from this table, the variations of

. found that the b ol i th 5 the values of the coefficients depending of the rangeond
it was found that the best approximation Q¢ in the ranges 5 o of fuel are substantial and need to be taken into account.

=ry=50um and 10007 ¢,=3000 K is provided by the function “'to accuracy of approximatiof) with the coefficients given

3] by Egs.(5) and Table 1 is illustrated in Fig. 2 for the yellow

A0=ar3 4) unboiled fuel and two ranges of;. As can be seen from this

] ) ] figure, the approximatiofb) is very good for 5=r3<50um, but
wherea andb are quadratic functions df,, approximated as  |ess accuratéalthough acceptable in most practical applications

- 2 for 5=<ry=<100um.
2:SOIzlgexﬁgggizzgexﬁgggz . (5) For 500 K<T,,<3000K approximationg5) appeared to be
07 VL Tex 2\ T ex poor for all types of fuel under consideration. Considerably better

Analysis similar to that presented 18] has been repeated foraccuracy was obtained when approximati®swere replaced by
various ranges of droplet radii and gas temperatures for all fotle following approximations:

whereC,=1.439x10" um-K, T is the external temperature re-
sponsible for radiative heatingn the case of optically thick gas
this should be replaced by ambient gas temperature

Taking into account the experimentally measured value&)of

a=ag+a;(Tex/1000 + (T ey 10002+ a5( Tex/ 1000 3+ a,( Te/10004 5
b=bgy+ b1(Tex/1000 + by(Tey/ 10002+ bg( Teyd 10003+ b 4( T, /10004 ®)

The values of coefficients if6) for 500 K<T,,<3000K and sometimes substantial and need to be taken into account.
various ranges of 4 for all four types of fuel are shown in Table The contribution of external gas radiation at temperatures close
2. As in the case of Table 1, the variation in the values of the 500 K is expected to be much smaller than the contribution of
coefficients depending on the range rqf and type of fuel are radiation from gas at temperatures higher than 1000 K. Hence,
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Table 2 Values of coefficients a; and b; i=0,1,2,3,4) in Eq. (6) for 500 K =<t,,,<3000 K, vari-
ous types of diesel fuel and various ranges of droplet radii

Type of  Rmin  Rmax a %, 3, &, bé1 bgz b§3 bi14
fuel (um)  (um) & K™ (K™ (K™) (K™ bp (K™ (K™ (K™ (K™
Yellow 5 50 -0.042 03 -03 010 -0.01 0967 -10 08 -0.3 0.03
unboiled

Yellow 5 100 -0.044 03 -03 0.10 -0.01 0.8819 -09 0.8 -0.3 0.03
unboiled

Yellow 5 200 —0.046 04 -04 010 -0.02 0.7496 -0.8 08 —-0.3 0.03
unboiled

Yellow 2 50 -0.044 03 -03 010 -0.01 09798 —-1.0 09 -0.3 0.03
unboiled

Yellow 2 200 —-0.047 04 -04 010 -0.02 07824 -09 08 -0.3 0.03
unboiled

Pink 5 50 -0.057 0.3 -0.3 009 -0.01 09862 —-1.1 1.0 -0.3 0.04
unboiled

Pink 5 100 -0.062 03 -03 0.09 -0.01 09636 —-11 1.0 -03 0.04
unboiled

Pink 5 2000 —-0.072 04 -03 0.10 —-0.02 0.8995 —-11 1.0 -0.3 0.04
unboiled

Pink 2 50 -0.057 0.3 -0.3 010 -0.01 09681 —-11 09 -0.3 0.04
unboiled

Pink 2 200 —0.069 04 -03 0.10 —-0.01 09063 —-11 1.0 -0.3 0.04
unboiled

Yellow 5 50 -0.040 03 -03 01 -0.01 09387 -09 08 —-0.3 0.03
boiled

Yellow 5 100 -0.041 03 -03 0.1 -0.01 0.8375 -0.8 0.7 -0.2 0.03
boiled

Yellow 5 200 —0.041 04 -04 01 -0.02 06954 -0.7 06 —-0.2 0.03
boiled

Yellow 2 50 -0.042 03 -03 01 -0.01 0959 —-09 08 -0.3 0.03
boiled

Yellow 2 200 —0.043 04 -04 01 -0.02 07331 -0.8 0.7 -0.2 0.03
boiled

Pink 5 50 -0.085 03 -03 01 —-0.01 14481 —-21 20 -0.6 0.08
boiled

Pink 5 100 -0.085 03 -03 0.1 -0.01 1.2870 —-1.8 2.0 -0.6 0.07
boiled

Pink 5 2000 —0.091 04 -03 01 -0.01 1.1108 —-15 1.0 -05 0.06
boiled

Pink 2 50 -0.097 04 -03 01 -0.01 16235 —-25 20 -0.7 0.09
boiled

Pink 2 200 —0.097 04 -03 01 -0.01 1.2056 —-1.7 1.0 -0.5 0.06
boiled

approximation(6) is less important for practical applications tharK, the polynomials are of the fourth power. The accuracy of this

approximation(5). The values of the coefficients can be choseapproximation is good for droplet radii in the range 258, but

from Tables 1 or 2 depending on the type of fuel and the range cdn be worse for droplet radii in the range 5-20®. However,

droplet radii and gas temperatures required. even in the latter case it can be applicable for practical engineer-
In agreement with the previous resUldq, it was shown that the ing applications. Explicit values of the coefficients are presented

effect of thermal radiation on heating and evaporation of senfor all four types of diesel fuel and for various ranges of droplet

transparent diesel fuel droplets is considerably smaller when coradii and gas temperatures.

pared with the case when droplets are approximated as black

opaque spheres. The effect of radiative heating of droplets wasknowledgments

shown 1o be particularly strong when the effect of the difference The authors are grateful to Professor M Heikal for useful com-

of gas temperature responsible for droplet convective heating a}ﬂgnts on the draft version of this paper, EPSREant GR/

flame temperature responsible for its radiative heating is tal:g%; ) . . .
. . ; 2920/01) for the financial support of this project, and to
into account(cf. [10]). The presentation of these results is beyo icardo Consulting Engineers for technical support.
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A Finite Element Formulation for
the Determination of Unknown
Boundary Conditions for
Three-Dimensional Steady
Thermoelastic Problems

A three-dimensional finite element method (FEM) formulation for the prediction of un-
known boundary conditions in linear steady thermoelastic continuum problems is pre-
sented. The present FEM formulation is capable of determining displacements, surface
stresses, temperatures, and heat fluxes on the boundaries where such quantities are un-
known or inaccessible, provided such quantities are sufficiently over-specified on other
boundaries. The method can also handle multiple material domains and multiply con-
nected domains with ease. A regularized form of the method is also presented. The regu-
larization is necessary for solving problems where the over-specified boundary data con-
tain errors. Several regularization approaches are shown. The inverse FEM method
described is an extension of a method previously developed by the leading authors for
two-dimensional steady thermoelastic inverse problems and three-dimensional thermal
inverse problems. The method is demonstrated for several three-dimensional test cases
involving simple geometries although it is applicable to arbitrary three-dimensional con-

figurations. Several different solution techniques for sparse rectangular systems are
briefly discussed.[DOI: 10.1115/1.1640360

Keywords: Finite Element, Heat Transfer, Inverse, Nonintrusive Diagnostics, Stress

Introduction parts of the boundary can be determined by overspecifying the
It is often difficult or even impossible to place temperaturbound"jlry conditiongentorcing both Dirichlet and Neumann type
?oundary conditionson at least some of the remaining portions of

probes, heat flux probes, or strain gauges on certain parts o 2 boundary, and providing either Dirichlet or Neumann type
surface of a solid body. This can be due o its small size, geoms%undary conditions on the rest of the boundary. It is possible,

e |nacc_eSS|_b|I|ty, or a exposure 1o a hostile environment. With aher a series of algebraic manipulations, to transform the original
appropriate inverse method these unknown boundary values %

) " - . ; %tem of equations into a system which enforces the overspeci-
be determined from additional information provided at the boun -eg boundary conditions and includes the unknown boundary

aries where the values can be measured dl_rec_tly. In the case-fhditions as a part of the unknown solution vector. This formu-
steady thermal and elastic problems, the objective of the INVers@énn is an adaptation of a method used by Martin and Dulikrav-

problem is to determine dlsplacem_ents, surface stresses, W@ﬁ‘ 7] for the inverse detection of boundary conditions in steady
fluxes, and temperatures on boundaries where they are U”k“OWé"'at conduction

The problem of inverse determination of unknown boundary con- g ifically, this work represents an extension of the conceptual

ditions in two-_dimensional steady_h_eat conduction has begnrk presented by the authofd,8] by extending the original
solved by a variety of method&—5]. Similarly, a separate inverse tomjation from two dimensions into three dimensions.
boundary condition determination problem in linear elastostatics

has been solved by different methddd. The inverse boundary
condition determination problem for steady thermoelasticity wdsEM Formulation for Thermoelasticity
also solved for several two-dimensional problef$ The Navier equations for linear static deformatians, w in
A three-dimensional finite element formulation is presenteghee-dimensional Cartesiany, z coordinates are
here that allows one to solve this inverse problem in a direct
manner by over-specifying boundary conditions on boundaries
where that information is available. Our objective is to develop (A+G)
and demonstrate an approach for the prediction of thermal bound-
ary conditions on parts of a three-dimensional solid body surface
by using FEM.
It should be pointed out that the method for the solution of
inverse problems to be discussed in this paper is different from the

azu+ v Pw
o2 OXdy  Ixdz

+GV2u+X=0 (1)

+—+—

T T TN avaiv=0
( )ﬁxﬁy ay?  dydz v @)

2 2 2
approach based on boundary element method that has been used Ju v IW 5 B
P : : - (AN+G) +——+—|+GVW+Z=0 3)

separately in linear heat conductif8] and linear elasticity6]. Xz = Iyiz 972

For inverse problems, the unknown boundary conditions on

where
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Here, X, Y, Z are body forces per unit volume due to stresses from
thermal expansion. j ([L][V]T)T[C][L]{ﬂ’dQ*f ([LILVIDT[CHeordQ
Q Q
N ) JdaA® 4
=-(Br+26) — “) - fQ[VJ{fb}dQ— fr [VH{T}dr =0 (12)
1
JaAO® where{T} is the vector of surface tractions on surfdcg.
Y:—(3)\+2G)ﬁ— (5)
y {Ty=[nI[CI[L}{s} (13)
JaA® The matrix[n] contains the Cartesian components of the unit vec-
Z=—(3\+2G) (6) tor normal to the surfac€&;. The displacement field in the y,
9z and z directions can now be represented with approximation
This system of differential Eq1—3) can be written in the fol- functions
lowing matrix form: _ 2”
6X(x,y,z)'—v5§(x,y,z): Ni(X!ylZ)ui (14)
[LIN([CILH{ 8} —[CHeoh) —{fp}=0 Q) =1
n
where the differential operator matri){, ], is defined as ~
P 53,(x,y,2)~5‘§(x,y,2)=El Ni(X,y,2)v; (15)
m [ i=
J
— 0 O n
X ~e
) 8,(X,y,2)=~ 55(X,y,2) = . Ni(X,Y,2)w; (16)
=
0O — O
ady Equations(14)—(16) can be rewritten in matrix form
o o 2~ Se=[N]{5% (17)
[L]= z (8) Where[N]is the interpolation matrix which contains the trial func-
0 tions for each equation in the system. Also note that with Galer-
ay X kin’'s method the weight matrix and the interpolation matrix are
5 equal,[N]=[V]". If the matrix[B,] is defined as
7z % x [Bel=[LI[N] (18)
9 then the substitution of the approximation functidg) into the
0 — — weak statemen¢l2) creates the weak integral form for a finite
. gz 9y, element expressed as

and the elastic modulus matri)C], is defined as

Le[Be]T[C][Be]{ée}dQe* Le[se]T[CJ{eS}dne

Fi—v v v 0 0 0 1
14 1—v 14 0 0 0 _f [N]T{fg}dﬂe_f E[N]T{Te}dl“e=0 (19)
v v 1-v 0 0 0 0° I
1-2v This can also be written in the matrix form as
A0 0 0 0 0 . .
[cl= 2 (KN 8% ={f°) (20)
0 0 0 0 1-2v 0 For thermal stresses, the initial elemental strain veety, be-
2 comes
0 0 0 0 0 1-2v {e8l=|aA® aA® «A® 0 0 O (21)
L 2 The local stiffness matrix;K€], and the force per unit volume

©) vector,{f€}, are determined for each element in the domain and

Casting the system of Eq7) in integral form using the then assembled into the global system
weighted residual methd®,10]yields [KH{s={F} (22)

After applying boundary conditions, the global displacements are
f [V][L]T([C][L]{(S}—[C]{so})dQ—f [VI{fp}dQ=0 found by solving this system of linear algebraic equations. The
Q Q@ (10) stresses{o}, can then be found in terms of the displacemefs,

. . . A ) {o}=[CI[L{ &} —[CHeo} (23)
where the matrix| V], is the weight matrix which is a collection
of test functions. FEM Formulation for the Thermal Problem

The temperature distribution throughout the domain can be

va 00 found by solving Poisson’s equation for steady linear heat conduc-
[VI=| 0 v, O (11) tion with a distributed steady heat source functiQnand thermal
0 0 v, conductivity coefficientk.
2 2 2
One should now integrat€l0) by parts to get the weak form of —k ﬂ+ QJF E =Q (24)
(7) Xz ay? 9z
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Applying the method of weighted residuals @4) over an ele- ary conditions as a part of the unknown solution vector. As an

ment results in example, consider the linear system for heat conduction on a tet-
rahedral finite element with boundary conditions given at nodes 1
7O 90 0 Q and 4.
— + STt E vdQc=0 (25)
el ax= oyt 9z Ki Ko Kiz Ki] (g
. . 1 Ql
Integrating this by parts ond@5) creates the weak statement for K K K K 0
a1 Ko Ky Ky 2 Q2
an element = (34)
0 0 0 Ko Kz Kg Kyl | O3 Qs
dv d dv d dv d
—j k——+——+——) € Kar Kip Kyz Ky 04 Q
e \IX IX Ay dy Iz 9z

As an example of an inverse problem, one could specify both the
_ A temperature®., and the heat fluxQg, at node 1, flux only at
- LeNiQdQe_ freNi(q' n)dO* (26)  nodes 2 and 3, and assume the boundary conditions at node 4 as
o being unknown. The original system of E@4) can be modified
Variation of the temperature across an element can be expres§9dadding a row and a column corresponding to the additional

by equation for the over-specified flux at node 1 and the additional
m ynknown due to the unknown boundary flux at node 4. The result
O(x,y,2)~0%(x,y,2)= 2, Ni(x,y,2)0, @7 S
i=1

Using Galerkin’s method, the weight functienand the interpo- K K K K 0 0, 05
lation function for® are chosen to be the same. By defining the 21 ™22 s 24 0, Q2
matrix [B+] as Kai Kz Kaz Kzz 0 [{0O3p=10Q; (35)
m N, IN, INmT Ka Kg Kgz Ky —1 0, 0
ax o ax Kiu Ky Kig Ky O Qa Qs
dNy  dN, JINp, The resulting systems of equations will remain sparse, but will be
[Br]= o Ty ey (28)  nonsymmetric and possibly rectangul@nstead of squaredle-
pending on the ratio of the number of known to unknown bound-
Ny oNp Ny, ary conditions.
| 9z oz 9z

the weak statemeri26) can be written in the matrix form as o
Regularization

e el — €
[KHO%={QY (29) Three regularization methods were applied separately to the
where solution of the systems of equations in attempts to increase the
method’s tolerance for measurement errors in the over-specified
[Kg]:J K[B+]"[Br]dQ® (30) boundary conditions. Here we consider the regularization of the
ae inverse heat conduction problem.
The general form of a regularized system is giverldg

@)=~ [ amoo+ [ amors e

K Q

AD {®}=[ 0} (36)
The local stiffness matrix,K¢], and heat flux vectofQ¢}, are N ] S )
determined for each element in the domain and then assembld§ traditional Tikhonov regularization is obtained when the

into the global system damping matrix[D], is set equal to the identity matrix. Solving
(36) in a least squares sense minimizes the following error func-
[KJ{O}={Q} (32) tion.
Direct and Inverse Formulations error(©) =[[K J{O}—{Q}5+|A[DK{O}]3 (37)

The above equations for steady thermoelasticity were dighis is the minimi_zation o_f the resi(_jual plus a penalty term. The
cretized by using a Galerkin’s finite element method. This resuligrm of the damping matrix determines what penalty is used and

in two linear systems of algebraic equations the damping parameteh, weights the penalty for each equation.
These weights should be determined according to the error asso-
[K{op={F}, [K:H{O}={Q} (33)  ciated with the respective equation.

The system is typically large, sparse, symmetric, and pOSitivey1ohag 1. This method of regularization uses a constant

definite. Once the global system has been formed, the bounda%ping parameten over the entire domain and the identity

conditions are appli_e_d. For a well-posed analydigect) prot_)lem, matrix as the damping matrix. This method can be considered the
the boundary conditions must be known on all boundaries of t ditional “zeroth order” Tikhonov method. The penalty term

domain. For heat conduction, either the temperat@rg, or the bei S . . .
oy . ' eing minimized in this case is the square of thenorm of the
heat flux,Qs, must be specified at each point of the boundary. solution vector{x}. Minimizing this norm will tend to drive the

For 6}” ri]nvgrse groblem, tbhe dunknown E%undary conditions QR yonents ofx} to uniform values thus producing a smoothing
parts of the boundary can be determined by over-specifying e t However, minimizing this penalty term will ultimately

boundary conditionsenforcing both Dirichlet and Neumann typeFrive each component to zero, completely destroying the real so-
boundary conditionson at least some of the remaining portions o ution. Thus, great care must be exercised in choosing the damp-

the boundary, .a.nd providing either Dirichlet or Neuma“” typfﬁg parameter\ so that a good balance of smoothness and accu-
boundary conditions on the rest of the boundary. It is possibl cy is achieved.

after a series of algebraic manipulations, to transform the origina
system of equations into a system which enforces the over-Method 2. This method of regularization uses a constant
specified boundary conditions and includes the unknown bourdeamping parameteA only for equations corresponding to the
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unknown boundary values. For all other equatiohs0 and
[D]=[1] since the largest errors occur at the boundaries where
the temperatures and fluxes are unknown.

Method 3. This method uses Laplacian smoothing of the un-
known temperatures and displacements only on the boundaries
where the boundary conditions are unknown. This method could
be considered a “second order” Tikhonov method. A penalty term
can be constructed such that curvature of the solution on the un-
specified boundary is minimized along with the residual.

[V20 45— min (38)

For problems that involve unknown vector fields, such as dis-
placements, Eq38) must be modified to the following:

IV2(R-{ Suph) 13— min (39)

Here the normal component of the vector displacement {iglis
minimized along the unknown surface.

Equations(38) and(39) can be discretized using the method of
weighted residuals to determine the damping matiiX,

(D10l 3=I[Kc1O ol (40)

In three-dimensional problemi..] is computed by integrating ~ Yet another approach is to use a non-iterative method for least
over surface elements on the unknown boundaries. So the dafguares problems such as QR factorizatjéh] or SVD [16].
ing matrix can be thought of as an assembly of boundary elemeht@wever, sparse implementations of QR or SVD solvers are
that make up the boundary of the object where the boundary C(qf._eded to reduce the in-core memory requirements fc_)r the inverse
ditions are unknown. The stiffness matrix for each boundary elfibite element problems. It is also possible to use static condensa-
ment is formed by using a Galerkin weighted residual method th#@n to reduce the complete sparse system of equations into a
ensures the Laplacian of the solution is minimized over the uAense matrix of smaller dimensiof5]. The reduced system in-
known boundary surface. The main advantage of this method is f{@lves only the unknowns on the boundary of the domain and can
ability to smooth the solution vector without necessarily drivinge solved efficiently using standard QR or SVD algorithms for
the components to zero and away from the true solution. dense matrices.

Fig. 1 Surface mesh for cylinder test case

Solution of the Linear System Numerical Results

In general, the resulting FEM systems for inverse thermoelasticTpe accuracy and efficiency of the finite element inverse for-
problems are sparse, unsymmetric, and often rectangular. Thgf@ation was tested on several simple three-dimensional prob-
properties make the process of finding a solution to the systgins The method was implemented in an object-oriented finite
very challenging. Three approaches will be discussed here.  glement code written in €+. Elements used in the calculations

The firstis to normalize the equations by multiplying both sidegere hexahedra with tri-linear interpolation functions. The linear
by the matrix transpose and solve the resulting square system V@y%tems were solved with a sparse QR factorizgtid or LSQR
common sparse solvers. method[13] with column scaling. The two basic test geometries

[K]TKHO}=[K]{Q} (41) innec(lzltjgde(:eg?or?snnular cylinder and a cylinder with multiply con-
This approach has been found to be effective for certain inverseThe annular cylinder geometry was tested first. The hexahedral
problems12]. The resulting normalized system is less sparse thafesh is shown in Fig. 1. The outer surface has a radius of 3.0 and
the original system, but it is square, symmetric, and positive defite inner surface has a radius of 2.0. The mesh is composed of
nite with application of regularization. The normalized system i$440 elements and 1980 nodes. The inner and outer boundaries
solved with a direct methodCholesky or LU factorizationor  each have 396 nodes. For this geometry, there is an analytical
with a ILU preconditioned iterative methdgreconditioned Kry- spjution for heat conduction if constant temperature boundary
lov subspace). There are several disadvantages to this approgghditions are used on the inner and outer boundaries. In a direct
Among them being the expense of computjikg '[K], the large  (well-posed) thermoelastic problem a uniform temperature of
in-core memory requirements, and the roundoff error incurrexh.0°C was enforced on the inner boundary while a temperature
during the[K]T[K] multiplication. In general, it is best to avoid of —10.0°C was enforced on the outer boundary. Zero displace-
methods that require the explicit of formation[d¢]"[K]. ment was enforced on the cylinder outer boundary. A uniform

Another approach is to use iterative methods suitable for leasessure of 1.0 Pa was specified on the inner boundary. The fol-
squares problems. One such method is the LSQR method, whictving material properties were useld=1.0 Pa,»=0.0, a=2.0
is an extension of the well-known conjugate gradig@G) x10 2K, k=1.0 Wm KL Adiabatic and stress free condi-
method[13]. The LSQR method and other similar methods suaions were specified at the ends of the cylinder. The computed
as the conjugate gradient for least squa@SLS) solve the nor- temperature field and stress field is shown in Figs. 2 and 4. The
malized system, but without explicit computation [d]"[K]. temperature field computed with the FEM had a maximum error
These methods need only matrix-vector products at each iteratmfess than 1.0% compared to the analytical solution.
and therefore only require the storagd i so they are attractive  The inverse problem was then created by over-specifying the
for large sized models. However, convergence rates of these mathter cylindrical boundary with the double-precision values of
ods depend strongly on the condition number of the normalizéeimperatures, fluxes, displacements, and reaction forces on the
system which is the condition number[df] squared14]. There- outer boundary obtained from the direct analysis case. At the same
fore, solver performance degrades significantly as the size of tfime, no boundary conditions were specified on the inner cylindri-
finite element model increases. Convergence can be slow wreah boundary3]. A damping parameter of=0.0 was used. The
solving the systems resulting from the inverse finite element disemputed temperature and normal stress magnitude distributions
cretization since they are naturally ill-conditioned problems.  are shown in Figs. 3 and 5. The maximum relative differences in
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Fig. 2 Direct problem: computed isotherms when both inner
and outer boundary temperatures were specified

temperatures and displacements between the analysis and inv Ps
results are less than 0.1% when solved using the QR factorization

[15].

Fig. 5 Inverse problem: computed normal stress magnitude
when only outer boundary conditions were specified

ded. For these cases, regularization was used. Random errors in
Sknown boundary temperatures and fluxes were generated us-
ing the following equation§3]:

The above problem was repeated for the thermal problem only O=0,.=V-20°InR (42)
using boundary conditions with random measurement errors

Fig. 3 Inverse problem: computed isotherms when only outer
boundary temperatures and fluxes were specified

3

Fig. 4 Direct problem: computed normal stress magnitude

when both inner and outer boundary conditions were specified

114 / Vol. 126, FEBRUARY 2004

Q=Qp.=V—20?InR (43)
HereRis a uniform random number between 0.0 and 1.0 asl
the standard deviation. For each case, E48-43 were used to
generate errors in both the known boundary fluxes and tempera-
tures obtained from the forward solution.

First, regularization method 1 was used with a wide range of
damping parameters. The average percent error of the predicted
temperatures on the unknown boundaries as a function of damp-
ing parameter and various levels of measurement error is shown in
Fig. 6.

The inverse problem was also solved using regularization
method 2 and method 3 for a wide range of damping parameters.
The average percent error of the predicted temperatures on the
unknown boundary as a function of damping parameter is shown
in Fig. 7 for method 2 and Fig. 8 for method 3.

Results indicate that for simple three-dimensional geometries
the present formulation is capable of predicting the unknown
boundary conditions with errors on the same order of magnitude
as the errors in the over-specified data. In other words, all regu-

<

S
S

Average Percent Error

<

1 1 1 1
10" 10™ 10° 10° 10" 10° 10° 10
A

Fig. 6 Average percent error of predicted temperatures on un-
known boundaries for regularization method 1 for cylinder
region
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Average Percent Error
5 & 3 3 3 3

<

T R T AL T T 10" 10" 107
A Fig. 9 Surface mesh for multiply connected domain test case

Fig. 7 Average percent error of predicted temperatures on un-

known boundaries for regularization method 2 for cylinder

region The inverse problem was then created by over-specifying the
outer cylindrical boundary with the double-precision values of
temperatures and fluxes obtained from the analysis case. At the

larization methods prevent the amplification of the measuremei@me time, no boundary conditions were specified on the inner

errors. Regularization method 2 achieved slightly more accurgtgindrical boundaries. No errors were used in the over-specified

results than method 1 for all levels of random measurement err@pundary data. o )

However, method 3 produced the most accurate results overall. A damping parameter ok=0 was tried first. Without regular--

The lack of error amplification with this method may only ocization, the QR factorization became unstable due to the high
cur for simple geometries. Results in two-dimensional indica@ondition number of the linear system. _ o
that more sophisticated regularization techniques like method 3The same inverse problem was repeated using regularization
are necessary for complicated geometries such as multiply cénethod 1 for a wide range of damping parameters. The lowest
nected domaing4]. percent error achieved was 9.97% at damping parameter value of

The next test case involved a multiply-connected domain. HeAt=1.75x10"%. The resulting temperature distribution fox
conduction only is considered in order to give a clear comparisenl.75x10~8 is shown in Fig. 11.
of regularization methods for a more complex geometry. The ge-The inverse problem was also solved using regularization
ometry is composed of an outer cylinder with length 5.0 m antiethod 2 for a wide range of damping parameters. The lowest
diameter of 2.0 m. There are four cylindrical holes that pass compercent error achieved was 2.67% at damping parameter value of
pletely through the cylinder, each with a diameter of 1.25 m. Th&=1.75x10"8. The resulting temperature distribution fox
hexahedral mesh is shown in Fig. 9 and is composed of 14401.75x10 8 is shown in Fig. 12.
elements and 1980 nodes. The inner and outer boundaries eadhinally, the inverse problem was solved using regularization
have 440 nodes. For this geometry, there is no analytical solutienethod 3. A value oA=0.1 was used and percent error compared
even if constant temperature boundary conditions are used on tbehe direct solution was less than 0.0001%. The resulting tem-
boundaries. perature distribution is shown in Fig. 13.

In the direct(well-posed)problem a uniform temperature of For the multiply-connected domain case only regularization
10.0°C was enforced on the inner boundaries while a temperatutiethod 3 worked well. These results indicate that this FEM in-
of —10.0°C was enforced on the outer boundary. Adiabatigerse method requires regularization that is more sophisticated
boundary conditions were specified at the ends of the cylind@fan the regular Tikhonov method if high accuracy is needed with
The computed temperature field is shown in Fig. 10. multiply-connected three-dimensional geometries.

2,

<

=)
%

6=0.0001

Average Percent Error
2 3
T ]

o
&
1

o
b
I

i i 1 1 1 1 1
107 107" 107 10° 10° 10 107
A

Fig. 8 Average percent error of predicted temperatures on un-

known boundaries for regularization method 3 for cylinder Fig. 10 Direct problem: computed isotherms when both inner
region and outer boundary temperatures were specified
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Fig. 11 Inverse problem: computed isotherms when only
outer boundary temperatures and fluxes were specified and us-
ing regularization method 1

Fig. 13 Inverse problem: computed isotherms when only
outer boundary temperatures and fluxes were specified and us-
ing regularization method 3  (Inverse and Direct contours plot-
ted together)

The final test case involves solving the thermoelastic inverse
problem for the multiply-connected domain in Fig. 9. This case
considers thermal and elastic boundary conditions that vary in allThe system of equations for temperature was solved using
coordinate directions thereby creating a truly three-dimensiorgdarse QR factorization. The linear system for displacements was
example. The all interior boundary conditions change lineariyo large to be solved with the sparse QR factorization code. Al-
along thez-axis. The exact values used are given in Table 1. Qarnatively, the system was solved using the LSQR method with
the outer cylinder the displacement was set to zero and a fixeelumn scaling. The LSQR iterations were terminated after the
temperature of 10°C was specified. The following material proguclidean norm of the residual of the normal system was less than
erties were usedE=1.0 Pa, »=0.0, a=2.0x10 K™%, k=1.0 1.0x10®. In this example 16805 LSQR iterations were required,
wm kL which consumed about 10 min of computing time on a Pentium 4

The inverse problem was generated by over-specifying thgrkstation.
outer cylindrical boundary with the double-precision values of The average error between the inverse and direct solutions on
temperatures, fluxes, displacements, and surface tractions @ unknown boundaries was 0.02% for temperature and 5.6% for
tained from the forward analysis case. At the same time, mfisplacement. The direct and inverse temperature contours for
boundary conditions were specified on the inner cylindricahree sections of the domain are shown in Figs. 14, 16, and 18.
boundaries. No errors were used in the over-specified boundatyere is good agreement on all three sections between the direct
data. and inverse temperature contours. The direct and inverse displace-

Regularization method 3 was used with—8.5x10°. Our ment magnitude contours for three sections of the domain are
experience indicates that a good value for the damping paramegérown in Figs. 15, 17, and 19. For all three sections there is a
A, is geometry and boundary condition dependent. Currently, theticeable difference in the direct and inverse contours in the
damping parameter is chosen based on experience by first chaegions far away from the outer boundary. However, the inverse
ing a small value and gradually increasing it until the numericablution does correctly capture the direct solution in a qualitative
oscillations in the unknown boundary solution are removed. sense.

This thermoelastic problem was also solved using the other
regularization methods over a wide range of damping parameters.
In those cases the error in the inverse solution was much higher
and did not match the direct solution even in a qualitative sense.
The accuracy of the displacement could be increased by improv-
ing the quality of the damping matrix for the displacement field.
The current damping matrix of Method 3 from E(B9) only
includes the normal component of the displacement. Further im-
provements could be made by smoothing the tangential compo-
nents as well. In addition, the current scheme depends on accurate
surface unit normal vectors), which are difficult to compute
accurately on the nodes of flat elements on curved surfaces. So

Table 1 Temperature and pressure boundary conditions for
interior surfaces

L1 N ERETREN RTINS ST S Hole T,-0(°C) T,-5(°C) P,_o (Pa) P,_5(Pa)
-1 0.5 0 05 1
X A 5.0 2.0 2.0 1.0
B 6.0 1.0 2.0 1.0
Fig. 12 Inverse problem: computed isotherms when only C 7.0 1.0 2.0 1.0
outer boundary temperatures and fluxes were specified and us- D 8.0 2.0 2.0 1.0
ing regularization method 2
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Fig. 14 Inverse problem: computed isotherms on x—y plane  Fig. 17 Inverse problem: computed displacement magnitude
at z=0.5 m when only outer boundary temperatures and fluxes on x—y plane at z=2.5m when only outer boundary displace-
were specified ments and tractions were specified

Fig. 15 Inverse problem: computed displacement magnitude Fig. 18 Inverse problem: computed isotherms on x—y plane
on x—y plane at z=0.5m when only outer boundary displace- at z=4.5m when only outer boundary temperatures and fluxes
ments and tractions were specified were specified

Fig. 16 Inverse problem: computed isotherms on x—y plane  Fig. 19 Inverse problem: computed displacement magnitude
at z=2.5 m when only outer boundary temperatures and fluxes on x—y plane at z=4.5m when only outer boundary displace-
were specified ments and tractions were specified
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further reductions in errors could possibly be made by implement- {8} = displacement vector
ing methods that compute the surface normals with a high degree € = strain
of accuracy. I' = boundary surface
The sparse QR factorization was found to provide the solution N = Lame’s constant
with highest accuracy in the shortest amount of computing time. A = damping parameter
However, the QR factorization requires substantial amounts of v = Poisson’s ratio
in-core memory. For the largest examples presented here, a work- o = normal stress
station with 512 MB of memory was required. The sparse QR o = standard deviation
factorization failed for the elastic inverse problem on the 7 = shear stress
multiply-connected domain that had more than 7000 unknowns. ® = temperature
For cases where QR factorization failed or required too much  A® = difference between local and reference tempera-

memory, the LSQR method was employed. Reasonable results ture

were obtained by LSQR with column scaling in less than 20,000 [D] = damping matrix

iterations for displacements and 3000 iterations for temperature. E = elastic modulus of elasticity

Although many iterations are required with the LSQR method, it G = shear modulus

requires much less memory and is more robust than the sparse QR k = Fourier coefficient of heat conduction
factorization. The preconditioned CG method applied to the nor- Q = heat source

malized equations worked well for problems with less than 100 g = heat flux

nodes. For more than 100 nodes, this method required many itera- R = uniform random number between 0 and 1
tions to converge to a solution less accurate than the QR or LSQR N = unit normal vector

solution. When regularization was applied to the sparse matrix,u, v, w = deformations in the, y, z directions
the CG convergence improved dramatically but the QR factoriza- X, Y, Z = body force inx, y, z directions
tion was much faster by comparison. X, Yy, z = Cartesian body axes
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Departamento de Engenharia Quimica, between the severalpXapproaches established in the literature. This paper summarizes

Instituto Superior Técnico, the current existing criteria in a general design algorithideAl;,) to show a path for

Av. Rovisco Pais, 1049-001 Lishoa, Portugal the calculations of the main design variables of the heat exchanger. Also a new strategy

design algorithm(StratDeAl,,) is introduced in this paper to allow the best choice
between the existing pXapproaches based on the heat exchanger cost minimisation.
Several examples illustrate the advantage of using the developed algorithm and the de-
viations obtained in the heat exchanger cost if a wrong approach was chosen.
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1 Introduction design offers some practical advantages: allowance for thermal

Lo . . pansion, easy mechanical cleaning and good heat coefficients
The energy optimization of the process flow diagrams is (%Xn the tube sidédue to higher velocity[1].

great importance in the process industries. New process integ?a- A .
tion methodologies have been intensively developed and appli f the F; value becomes too low it will be necessary to consider

i - -
in industries in the last twenty years with considerable succes?el er different types of exchangers, or multiple shells arrange-

However, it is also very important that after the global proce rﬁ'ents(multlple 1-2 shells or of other type of shellsvhen mul-

integration system has been established, the individual heat Iglﬁlshnee”es dzrde. r.ﬁ?il;'rfgn'tblg ggﬁstﬁ;‘lyert'oag?)lp():tl#]aéteat?r?angrr? db-irrrcc))fr
\0/2?; g:rrwss’itﬁ/r;dlcfcpaet%ﬁl,l);rﬁgﬁIg rl!)eesptrrg:)telplivoleets)iegengf%g ts%g”ea roach, in which the number of shells is progressively increased
tube heat exchanger is the most commonly used type in chemig%f':igtsggsrsggﬂy value dfr is reached, or using an analytical

e e e g L s s e

pure counter-current flo@Fig. 1(a)). It is designed using the basic hich minimizes the heat gxchanger cost. . .
counter-current equation: The strategy developed is fully compatible with the established

design procedures. It is based on the numerical formulation given
by Ahmad et al[2] and it uses either theXp design method, or
Q=UAATy (1)  the design criteria based on tRg-slopes given by Shendig].

For a fixed duty and overall heat transfer coefficient, the 1-1
design requires the lowest surface area. There are many flow 2r- The F; Correction Factor
rangements other than the 1-1 design; however, the most commo
is the 1-2 shell and tube heat exchanggrshell pass, 2 tubes
passes), as shown in Fig. 1(b). This flow arrangement involv
part counter-current and part co-current flow, therefore the effe
tive temperature difference for the heat exchanger is reduced co
pared with a pure counter-current device. This decrease is &

The F correction factor depends only on the inlet and outlet
% mperatures of the streams in a 1-2 heat exchanger. It is corre-
g_ed in terms of two dimensionless ratios, the ratio of the heat
pacity flow rates of the hot and cold streafand the thermal
lectivenessd of the heat exchangéd |:

counted for in the design by introducing tRe correction factor 1-P
into the basic heat exchanger design equation: VRZ+1Ln 1-RP
E.= 1 3
0 ! Ro1L 2-P(R+1—JR?+1) )
— —1)Ln
A= UFAT where <F{<1 2) 2—P(R+1+ \/m)
g . V2P
Although requiring a larger area than the 1-1 design, the 1-2 p
Fr= R=1 (4)
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It is important to know how much temperature cross can be
T, | tolerated before encountering reversal of heat flow or infeasibility.
\' A commonly used rule of thumb requir€s=0.75 for the design
Tho to be considered practical. However, this criterion can lead to poor
designs if not used cautiously.

Regions of steep slope in tie: chart should be avoided, since
any violation of the simplifying assumptions adopted in the ap-
proach tends to have a particularly significant effect on those ar-
eas. Any uncertainties or inaccuracies in the design data also have
a more significant effect on regions where hecurves approach
a vertical slope, which causes the exchanger performance to be-

Temperature

&

Temperature

Length Length "

Partiai counter-current flow

nter-current flow N
Pure counte Partial co-current flow

Thi Thi by . O
"3 " come sensitive to small variations in given temperatures. Conse-
— Tm_—‘ quently, to be confident in a design, areas of steep slopes the
Too Tei Ty — : > chart should be avoided, irrespectiveFof=0.75[1,2].
- 1 -1 .
L':ho |->Tm 2.1 TheXp Design Method. Ahmad et al[2] proposed an
@ ®) alternative method to avoid regions of steep slope inthehart.
Their approach is based on the fact that for any value tifere is
Fig. 1 (a) 1-1 shell and tube exchanger with pure counter- a maximum asymptotic value fd?, defined as ., Which oc-
current flow; (b) 1-2 shell and tube exchanger with partial curs asF tends to—« and can be determined by:
counter-current and partial co-current flow
P : )
R+ 1+ RZ+1
where
c To_T An 1-2 heat exchanger designed @ P,,,, will not be fea-
_SPe_ Thi~ Tho (5) sible, thus for a practical design the valuePofmust be limited to
Cpn Teo— T a fraction ofPqy:
and
PLimit=XpPmax 0<Xp<1 (8)
Teo— Tei
= % (6) Xp is a fraction defined by the designer, which is chosen to
hi™ Lei assure the minimum allowable;. They have selected to be
Alternatively, the definition®R’ =1/R andP’ =RP, instead of 0.9 to guarantee th&=0.75[2]. .
R andP, can be used, sinder(R,P)=F(R’,P’). The F+ correction factor can be expressed as a functiof of
Depending on the inlet and outlet temperatures of the streams?d Xp by replacing in Eqs(3) and(4) the thermal effectiveness
the 1-2 exchanger, three situations can od€ig. 2): P by its limit value (Pyimit):
1) The final temperature of the hot stream is higher than the .
final temperature of the cold stream. This situation is called tem- JRTIL R+1+VR"+1-2Xp
perature approach and is straightforward to design for with a +1Ln R+1+VR2+1— 2R X,
single 1-2 shell. Fi= R#1
2) The final temperature of the hot stream is slightly lower than (R—1)Ln R+1+VR*+1+Xp(VR*+1-R-1)
the final temperature of the cold stream. This situation, which is N R+1+VR2+1)(1—X
called temperature cross, is usually straightforward to design for ( A P) 9)
using a single 1-2 shell, providing the temperature cross is re-
duced. 2\/§X
3) The difference between the temperatures of the streams in- g — P R=1 (10)

2+\2+Xp(v2-2)
(2+2)(1—Xp)

For any value ofXp, the F; correction factor is minimum
whenR is equal to 1. So, th&p value that guarantees a chosen
o . @ T F 1 minimum 1S calculated through Eq10).

creases excessively and there is a large temperature cross. Local
reversal of heat flow may be encountered, which is wasteful in
heat transfer area. The design may even become infeasible.

(2++2-2Xp)Ln

T g reme 2.2 Design Criteria Based onF Slopes. An additional

method of avoiding areas of steep slopes in Eiechart is to
- consider a constari; slope. Ahmad et al[2] have presented a
Enthalpy Enthalpy constant slope criterion in a graphical form fopH:/dp)g

= —2.8. However, their criterion, which is good to guarantee to

©) stay away from those regions, is very complex to use and evalu-
T ate, as the authors recognized in their paper. For this reason they
[ cosperenr® have proposed the simpler alternative criterion that was already
T discussed in Sec. 2.1.
Ta Moreover, in order to develop a numerical, and easy-to-use,
ws il i Enthalpy constant slope criterion Shenp¥] has solved the nonlinear ana-
*® rteasile lytical equation of the~; slope with @F/dp)g= — 2.8 (which is
- T T the slope at the poinE;=0.75 atR=1 given by Ahmad et al.
[2]), to obtainXp (denotedXpp) for different values oR.

b T
approach

Tha

Temperature

N

Feasible

Temperature

\

Fig. 2 Generic F#(R,P) chartand inlet /outlet temperature situ-

ations that can occur when using 1-2 heat exchangers: (1) Tem- By plotting the Xpp(R) data, he concluded that the choice of
perature approach; (2) Small temperature cross; (3) Large tem-  Xp=0.9 is not appropriate and can be improved, siKgg varies
perature cross from 1 (asR—0) to 0.777(asR— ). Furthermore, he stated that
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When the outlet temperatures of the hot and cold fluids are
equal thenG =0, this situation is called temperature meet. Values
of G positive correspond to the temperature approach situation
and negativeG values to the temperature cross situatiGnis a
more powerful parameter than eithror P, because it provides
by itself more information about the temperature situation of the
exchanger, and consequently about the value oftheorrection
factor, than does eithdé® or P [5].

2.4 Analysis of theXp Based Approaches. In Fig. 3 the
differentXp based approaches are represented and compared: con-
stantF +(Ft minimum=0-75), constanKp (with Xp=0.9), constant

086 +— e ot

0 02 04 p 08 08 1 slope @F+1/dp)gr (throughXpp) and constant slopedtr/dxp)r
(usingXpc). For each approach there is a division of Bhechart
Fig. 3 Different criterions used to define the region of one in two regions: a region of preferred designs above its line, in
shell or multiple shell heat exchangers: Fr criterion  which only one shell will be used, and a region of unacceptable

(F7 minimum =0.75), Xp criterion (Xp=0.9), slope (dF;/dp)r ap-

designs below it, in which case multiple shells are required.
proach (Xpp) and slope (9F/dx,) g approach (Xpc) 9 ' P q

This figure shows that both the consta@y criterion (with Xp
=0.9) and the constarit; slope approaches lead to values of the
F+ correction factor inferiors to 0.75.
the Xp approach, withiXp=0.9, is not consistent with the constant In the case of the constai, approach, the<p value of 0.9,
slope approach, because it leads to the slajfer (9p)g varying suggested by Ahmad et 4R], leads to & correction factor of

between—0.86 and—8.6 (for 0.1<R<10). 0.738682(Eq. (10)). Thus, to assure a value Bf \inimum=0-75,
An explicit expression foXpp as function ofR, was deter- Xp must be set to 0.892937. If a more conservative design is
mined by curve-fitting théXpp(R) data(Shenoy{3]): required a newXp value will be determined by Eq10). For
instance, fofF1 pinimum= 0-8, Xp would be 0.855544.
0.223 In the case of the constant slope approachgsjalues smaller
Xpp=1- 0.223 L4114 1) than 0.75 are obtained due to the slope values used to determine
[1+ (m) the Xpp and Xpc expressions.

For a Ft yinimum Of 0.75, Xp should be 0.892937, as shown.
This equation gives an excellent approximation to the analyticllence, if thisXp value was used the slop&@H+/dp)r, deter-
expression for the slopelF/dp)g, Maintaining the slope close mined analytically by the expression given by Shefdyat R
to —2.8 (the actual slope varies betweeir2.75 and—2.93). =1, would be—2.65076, while the slopedf+/dxp)g would be
Shenoy[3] has mentioned that the line of constant slope-1.55278. If aXp value of 0.9 is used instead, then the slopes
(dF1/dp)g= —2.8 and the line of constatk, do not have iden- will be —2.82341 and —1.65391, respectively(with F
tical profiles, as stated by Ahmad et §]. He noted that the =0.738682).
constantXp approach accepts designs that are rejected accordindf the (9F/dp)g Slope of —2.65076 is considered, instead of
to the constant slope approach f®r 1, and rejects designs con-using —2.8 as indicated by Ahmad et dl2] (which leads to
sidered acceptable in accordance with the constant slope criteriédF 1 /dx,)gr= —1.64), there will be a maximum decrea& R
R<1 (see Fig. 3). =0.7316) in the heat exchanger surface area of approximately
He stated that a criterion in terms of a constant slopk38%. In the case of the slopes values, foF{/dxp)gr, Of
(0F+/dp)R is inappropriate since it is not independent of the defi-1.64 and—1.55278 the maximum area reducti@i R=1) that
nitions used for definindk and P, as in the K calculation. In can occur is 1.32%. These area differences are meaningless.
order to obtain equivalent points in both definitions, certain sym- According to the Shenoy approa¢8] the minimum value of
metry is required on thé; chart, which implies the use of athe F; correction factor, obtained witiKpp (Eqg. (11)), do not
F+(Xp,R) chart rather than the conventior@}(R,P) chart. occur atR=1 but atR=0.537587, with & value of 0.715719,
So, he developed a criterion based on the constant slopillustrated in Fig. 3.
(dF119xp)r. Now, (9F1/dxp)R i chosen to be-1.64 (which is
the slope atF;=0.75 andR=1), maintaining consistency with
previously mentioned criteria based on constaptand X, . The ) i ]
nonlinear equation for the slop@R+/dy,)g is solved to obtain 3 Design With Multiple 1-2 Shells
Xp (denotedX;c) for different values oR. Xpc varies from 1(as When theF; correction factor becomes too low or tie;
R—0 andR—x) to 0.9 (at R=1). The critical value ofXp, glopes too large it will be necessary to consider either different
above which the"; slope with respect t&p is unacceptable, is types of exchangers, or multiple shells arrangeméntstiple 1-2
obtained by curve-fitting th&pc data[3]: shells or of other type of shellsin this paper only multiple shell
Xpc=1-0.1 Expp—0.5LogR)?| (12) arrangements of the 1-2 type are considered. When 1-2 shells in
) ) ’ T series are used the temperature cross in each individual shell is
This equation gives an excellent approximation to the numefeduced below that for a single 1-2 shell for the same duty.
cally computed ¢Fr/dyp)r=—1.64 criterion and allowXp to  Traditionally, the number of 1-2 shells in series required would
be explicitly expressed in terms of [B]. be calculated by adopting a trial-and-error approach in which the
number of shells is progressively increased until a satisfactory
2.3 An Approach Accounting for Temperature Cross. value of Fy is reached. This will not be necessary if the design
Gulyani [4] stated that neither the traditional rule of thurRk  criterion given by Eq(8) is adopted.
=0.75 nor theXp design method provided by Ahmad et [&] (in So, given the streams inlet and outlet temperatures in a 1-2
which Xp=0.9) accounts directly for temperature cross. So, hexchanger, iP (Eq.(6)) is lesser or equal to its limit valu@, . ,
presented an approach that directly accounts for temperature ci@fh X, determined by any of the approaches discussed, only one

by considering the dimensionless groGp shell will be needed and the; correction factor will be calcu-
T T lated directly by Eq(3) or Eqg.(4). WhenP is greater than its limit
G=_"° ¢ (13) value, the number of 1-2 shells in seriéN¥) required can be
Thi— T evaluated by1,2]:
Journal of Heat Transfer FEBRUARY 2004, Vol. 126 / 121
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1-RP calculated by the Paterson approximation or by the Chen approxi-
LH(W) mation given by Floudals7]. The Paterson approximation tends to
N= ——_ slightly underestimate the area, while the Chen approximation
Ln(W) R#1 (14) slightly overestimates the actual ar&d.
R+1+JR?*+1—2RXp Amc_)ng other possible existing forms o_f ca_lpital_ cost laws u_seql
= for a single heat exchanger, the one applied in this paper, which is
R+1+VR™+1-2Xp the most common, is given Hy]:
N P \[1+\2/2- X%,
“l1-pP Xp

The real(nonintegeryalue ofN determined through E¢14) or
(15) satisfies precisely the chosen value Xf throughout the

series of 1-2 shells, that is, for each 1-2 stellill be equal to its \yhen multiple shells are used it is assumed that the cost of the

limit value. Eeat exchanger, which has a total surface &eadN number of

The number of shells needed is obtained by rounding up 10 tga s can be determined through E2@), with all shells having
next largest integer the real value calculated by the mentiongq, same area.

equations. This will result in a slightly decrease of ¥ievalue in
each shell over the originally specified value, and therefore an
improvement on thé&+ value[2].

So, now the value oP for each 1-2 shell®;) will not be equal
to its limit value and must be determined. Through Ed$,) and

(17)itis possible to obtain a relation betweBn and the value of  Figure 4 presents the 1-2 design algorithm (Dgjor obtain-
P over N number of 1-2 shells in serigsvhich is calculated by ing the heat exchanger area and cost.

or
C=a+bA° (1)

R=1 (15)

where A is the heat exchanger surface afdatermined by Eg.
(2)), anda, b, andc are cost law constants which vary according
to materials of construction, pressure rating and type of ex-
changer.

C

C=a+bN =a+

N

<A (22)

Eq. (6)) [1]:
1-RP\ N
B _( 1-P ) 4 Influence of the Different Approaches on the Heat
Py= 1—-RP\ N R#1 (16) Exchanger Design
_( 1-P ) A 1-2 shell and tube exchanger with multiple shells could be

designed through the DeAldescribed in Sec. 3. However, the

_ P R=1 17 application of that algorithm requires the knowledge of one pa-

N+P—-NP rameter: Xp, Xpp(R), or Xpc(R). Then two main questions
should be answeredl) What approach should be used, since they
do not have identical profileg2) Will there be any difference in
the heat exchanger area and cost if different approaches are used?
In order to obtain some general guidelines in real applications,
e approaches based on constdpt(Sec. 2.1)and on constant
llopes(Sec. 2.2)presented in Table 1 will be compared in this
Yection. Five approachéapl to Ap5)were used to illustrate the
three general criteria given by the previous auth@r8]: constant

» value (Apl, Ap2, and Ap3, constantF; slope @F+1/dp)r
(Ap4) and constantFr slope @Fr/dxg)r (Ap5). These ap-
proaches will be applied to a set of exchand&sto E7)as a test

Py

The new value for thét correction factor, considering the
series of 1-2 shells, can then be computed through®cpr (4),
but usingP; instead ofP.

Depending on the value d® (R#1 or R=1) two separated ,
sets of equations are used. This can cause some problems w,tb
working in some models solvers where it is not possible to defi
equations inside an if statement. According to Santos ¢64lit
is possible to eliminate one set of equations by using only t
equations forR#1, for all values ofR, but using the dummy
variable given by Eq(18) instead ofR.

R—1 R—1 case(Table 2). The other required input data is given in Table 3, as
R=R|=——=—=—/+1.0011— ———— (18) the heat load, global transfer coefficient and the capital cost law

R—0.99 R—0.99 constants.
This equation returndR~R for values of R#1 and R Table 4 and Fig. 5 show the design results, for each approach,
=1.001 forR=1. of E1, E2, and E3 heat exchangers. According to all approaches

The use of this equation can lead to an approximation error (Ap1 to Ap5), it will be required multiple shells for all the heat
the F1 correction factor calculation. This error is inferior to 2%exchangers.
when R and P are such thatF;=0.75 (for R greater than  Table 5 and Fig. 6 show the design results, for each approach,
~0.0286). For smaller values & it can reach almost 34%at of E4, E5, E6, and E7 exchangers. Depending on the criterion
R=0.001). WhenF;<0.75 the error increases significantlyused, either one shell will be enough or multiple shells will be
mainly in the regions of steep slope in tifg chart (when P required.
~Pnax it can reach 300%] moreover this is a nonrecommended As shown in Tables 4 and 5 the choice of the approach adopted
region. is very important, since in some cases it leads to significant dif-
The logarithmic mean temperature differers&, , is calcu- ferences in the area and cost results. In the case of the E4 ex-
lated by Eq.(19) for R+ 1. If R=1 it will be determined through changer the cost divergence reaches a value of 1968%5,200).

Eq. (20), which is obtained aR tends to 1. These discrepancies are only observed whNewaries with the
approaches, due to thép variation. As a consequence of this
AT _(Thi=Teo) = (Tho— Tei) Re1 (19) Variation thePy, the Fy, the area and the cost values are also
LM Thi—Teo modified. The number of shells will vary with two different ap-
Ln(ﬁ) proaches if:
ho ci
o e _ « for one approach the heat exchanger design falls in the region
ATM=Tho~ Tei=Thi~Teo R=1 (20) of the F1 chart above its line with only one shell used and for
If it is necessary to use only one equation for all valuesof the other approach it stays below it requiring multiple shells
then the logarithmic mean temperature differedcg , can be (e.g., E4 to E7 exchangers
122 / Vol. 126, FEBRUARY 2004 Transactions of the ASME
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Fig. 4 Heat exchanger area and cost design algorithm (DeAl,,)

* R, P, andXp values are such th&{ varies, although accord- For E4 to E7 exchangers an increaseNded to an increase in
ing to both approaches multiple shells will be necessany., the design cost, in spite of the area decrease. However, in the case
E3 exchanger). of exchanger E3 this is not true since both area and cost decreased
asN increased. So, it is necessary to know how a variation in the
number of shell§N) and in the exchanger aréa) influences the
exchanger cost. In order to choose the approach that minimizes

Table 1 Value of Xp and of Fryinmum 8t R=Ruinimm for €ach o "o ¢ exchanger cost, it is also important to see how a variation

approach in Xp affects theN and A values, and as a result the exchanger

Approaches Xp F1 Minimum Ruinimum cost. This will be analyzed in Sec. 5.

ConstaniX, Apl 0855542 08 1 ex‘grr]laenapprogcheﬁ.pl to Ap5 were als_o appl_led to the set of
Ap2  0.892937 0.75 1 gers but using the dummy varialite given by Santos
Ap3 0.9 0.738682 1 et al.[6] instead ofR (see Sec. 3). The results obtained are ap-

Constant slope  Ap4 Xpp(R) 0.715719 0.537587  proximately the same for all exchangers and approacfeses 4
ApS Xpc(R) 0.738682 1 and 5)except for exchanger E5 with approaéip3 (Table 6).

N - - — In this case, for the approach adopted, wheris used P

Obtained by Eq(10) assuming the specified fixed value®f vinimum - >P\imit and if R is choserP< Py . Therefore there are differ-

Table 2 Temperature data, R and P values for each exchanger

Exchanger Thi°C) Tho(°C) Tci (°C) Tco(°C) R P

= 562 o2 2% 120 5 0175 Table 3 Heat_ exchanger duty _(Q), overall heat exchanger

Eo 381.2 314 0 336 0.2 0881 gﬁ(rjls:‘:(;r coefficient (U) and capital cost law constants  (a, b,

E3* 410 110 0 360 0.833 0.878

E4 560 125 1 88 5 0.156 -

E5 540 162 10 174 2.305 0.309 Cost law constantsC=a+bA*(€)

E6 388 322 0 330 0.2 0.851

E7 394 329 0 325 02 0825 QW) U (Kwm?K) a b c
2000 0.1 0 7 000 0.65

*Example from Ahmad et a[2], with P>P ..
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Table 4 Design results for E1, E2, and E3 exchangers

Exchanger N P, Fr A (m?) Cke) AA (%) AC (%) Approaches
El 2 0.133 0.949 106.6 185.6 all
E2 2 0.672 0.946 152.4 234.1 B B all
E3 4 0.567 0.759 346.1 508.5 13.2 0.267 2,3,4,5
5 0.506 0.860 305.7 507.2 B ‘e 1

Note: For each approach A andAC represent the area and cost difference from its minimum value when considering all the

approaches for a given exchanger.
ences in the number of shells, and consequently irfFtheorrec-
tion factor and in the heat exchanger area and cost.

5 A Design Strategy That Minimizes the Heat Ex-
changer Cost

In this section an economic strategy for estimating the numbg
of shells while designing multiple 1-2 shell and tube exchangef
that minimizes the heat exchanger cost is developed. In order,

do this it is important to know how a change in tkg value, due

to the use of different approaches, affects the exchanger cost.

Thus, in the first part it will be studied the influenceXf value

in the number of shells and in the area of the exchanger. In t

second part it will be analyzed how these val(idsand A) affect

the exchanger cost. And finally, it will be developed a desiggp
ac-

strategy that minimizes the exchanger cost, which take into
count the effect oiXp in the heat exchanger cost.

5.1 Influence of Xp on the Heat Exchanger Number of

with R, P, andXp parameters. So, to determine the influence that
Xp has onN, it is necessary to differentiate those equations in
order to obtain the derivativeN/dXp (Egs.(Al) and (A2) of the
appendix). Sinc&/N/dXp<0, VR,P,XF,: N decreases wheKp in-
creases.
The DeAl, algorithm used in the design of multiple 1-2 shell
hd tube exchangef§ig. 4), shows that an alteration in th&
Value causes a variation of the exchanger area because it modifies
th& number of shells, and consequently the value fufr each 1-2
shell (P,), and as a resuf.

To evaluate the influence &f, on the area value it is necessary
0_obtain the behavior d?, andF; with X, . Thus, Eqs(16) and

) were differentiated in order to obtain the derivatives expres-

sions fordP;/dN (Egs. (A3) and (A4) of the appendix). Since
1/IN<0,Vrpy, Py decreases wheN increases.
In conclusion, an increase of thg value leads to a decrease of
N, which causes an increase Bf, leading to a reduction oR
(see Fig. 3), and consequently to a greater value of the exchanger

Shells and Total Area. The number of shells of a heat ex-areaA (see Eq(2)), as summarized in Table 7.

changer, which is determined through E{s4) and (15), varies

09

0.7 +

06 o

0 02 04 P

o.u 0.8

Fig. 5 Design results for E1, E2, and E3 exchangers according

to approaches Apl to Ap5. For each criterion, above its line one
shell is used and below it multiple shells are required.
(A,O,0)—Infeasible points obtained with N=1; (A, H)—
Design results

5.2 Effect of the Number of Shells and Area on the Heat
Exchanger Cost. To analyze how an increase ¥f influences
the heat exchanger cost, two approaches were compared sepa-
rately: approach 1 and Fig. 7). Choosing one approach or the
other it is not the same, that is, they lead to different valueN of
and therefore to different area and cost values. Note that the re-
maining parameter®.g., temperatures of the streai@s U, . . .)
do not change, the only modification is & due to the use of
different criteria. So, ifXp; andXp, are defined as:

Xp1= Xépi
Xp2= Xépj

where approaches Api and Apj, chosen from Apl to Ap5 pre-
sented in Table 1, are such that:

XAPI= XAPN
XAP< XA with n=1,...,5.
Then,
Xp1>Xp2
N;<N,

Fri<Fr

Table 5 Design results for exchangers E4, E5, E6, and E7

Exchanger N P, Fr A (m?) C(ke) AA (%) AC (%) Approaches

E4 1 0.156 0.887 86.6 127.2 9.95 . 2,3,5

2 0.109 0.976 78.7 152.4 19.8 1,4
E5 1 0.309 0.779 105.4 144.6 22.5 5

2 0.214 0.954 86.1 161.5 11.7 1,2,3,4
E6 1 0.851 0.780 166.5 194.6 23.0 4

2 0.629 0.959 135.4 216.8 11.4 1,2,3,5
E7 1 0.825 0.832 144.5 177.4 16.2 4,5

2 0.597 0.966 124.3 205.1 15.6 1,2,3

Note: For each approachA andAC represent the area and cost difference from its minimum value when considering all the

approaches for a given exchanger.
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Fig. 6 Design results for E4, E5, E6, and E7 exchangers ac-
cording to the approaches Apl to Ap5. For each criterion,
above its line one shell is used and below it multiple shells are
required.

A>A,

The increase on the number of shellsN) due to the use of
different approaches is given by:

The area reduction fractiom\@A/A,) is calculated through Eq.

(24):
AA _ Al_AZ _ FTZ_ FTl

—= (24)
Aq A1 Frz
Table 6 Results for exchanger E5 and approach ~ Ap3 using R
and R
Results R=2.3049 Rs=2.3039 Deviation(%)
P 0.3094 0.3094 0
Fr(N=1) 0.7789 0.7793 0.0531
max 0.3438 0.3439 0.0329
PLimit 0.3094 P>Pimi)  0.3095 P<Pyimi) 0.0329
N 2 1 50.00
P, 0.2141 0.3094 44.50
Fr(DeAl;,)  0.9543 0.7793 18.34
A (mP) 86.06 105.4 22.46
C(ke) 161.5 1445 10.50
Table 7 Influence of X, on N, on P, on Frandon A
Xp N P, Fr A
T 1 T 1 T

P Limit1 P

' VPI.Imilz
Fig. 7 Approaches 1 and 2, with X, equal to Xp; and Xp,,

respectively, which lead to different values of the number of
shells and area of the exchanger
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Fig. 8 Effect of the area reduction fraction (AA/A,) in the cost
difference value (AC), for different A;, N;, AN and cost law
constant c illustrative values, with  b=7 000

Considering that the allowed range for the value is between
0.7 and 1.0, the maximum area reduction fraction allowed—
(AA/AL) max—is given by:

AAl 1-07 0.3
Al max 1 '

Cost Difference—AC. The heat exchanger cost is deter-
mined by Eq.(22). So, ifC; represents the exchanger cost when
approach 1 is chosen a@j the cost when approach 2 is selected,
then the resulting cost differenceAC) will be determined
through Eq.(25), with N, andA, replaced by Eq923) and(24),
respectively.

Al(l_AA/Al))C (Al)c
TN AN ] TN

N, +AN N,
(25)

The cost difference depends only bR, A;, AN, andAA/A;
values, for each fixed set of the capital cost law constamatsdc.
Figure 8 presents the variation &fC with the area reduction
fraction (until (AA/A{)ma0 for the specifiedA;, N, and AN
values and with the constaribsand c indicated.

Figure 8 shows that three situations can ocdwy: the cost
difference is always positivdines corresponding to case; 162) it
is positive until a critical value of the area reduction fraction—
(AA/A)) giica—and  negative for greater values than
(AA/A1) gitical (lines corresponding to case dhis critical param-
eter corresponds to a cost difference value of z€8dithe cost
difference value is always negativease c), since XA/A1) uitical
is either equal to zero or negative.

Three distinct cases arise from this analydiable 8):

AC:CZ—Cl:[N1+AN]b(

1. AC value is positiveC,>C;, and therefore it is more ad-
vantageous to select approach 1. In this case, the area reduc-
tion is not enough to reduce the exchanger cost, that is, the
effect of the increase of the number of shells prevails.

2. AC is negativeC,<C,, and consequently it is more advis-
able to choose approach 2. Now, the effect of the area re-
duction in the exchanger cost prevails over the influence of
the number of shells increase.

Table 8 Choice of approach 1 or 2 depending on  AC value

AC value Best approach
AC>0 1

AC=0 lor2
AC<O0 2

FEBRUARY 2004, Vol. 126 / 125
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05 N =1 AC|aapa1-1 is always negative, therefore the critical area re-
duction fraction value can always be determined, being either
positive or negative or equal to zero.

045 =

c °"‘Jr Figure 10 and Table 9 summarizes the situations that can occur
8 0352 , s _,, When using the different approaches 1 and 2. In order to choose
AE 03 A | the best approach, it is necessary to determine the critical area
g reduction fraction. When XA/A) giticar™ (AA/A1) max it IS not
3 025 - o 84,5 044),, necessary to calculate the effective area reduction fraction, and it
g 02 A4, = (a4 4), is best to use approach 1 sin&€ is positive within the opera-
§ : <laga)_ tional AA/A; interval: 0—-0.3(line 1). When QAA/A1) criica=<0.3,
80155 but a positive value, it must be known the effective area reduction
5 o4 fraction (line 2). In this case, IAA/A;<(AA/A;) giica the cost
: difference is positive and therefore approach 1 should be chosen.
005 | If AA/A;>(AAIA]) qiical the cost difference is negative and con-
0+ ‘ , ; sequently approach 2 should be selected. NA/A;
05 085 06 085 07 075 08 08 09 095 1 =(AA/A))cq it is indifferent the choice of the approach since
AC=0. When QAA/A;)qiica<0 the cost difference is always
Fig. 9 \Variaton of the critical area reduction— negative, therefore, approach 2 should be utied 3).
(AA/ A1) giticas —With the cost law constant ¢ and the number of
shells N, for AN=1 5.3 Strategy Design Algorithm (StratDeAl;5). Consider-

ing the approaches 1 and 2, in whietp;>Xp, and therefore
Pimit 1> PLmit2,» there are three possible design situations that

3. AC is equal to zero and either approach 1 or 2 can be uséde represented in Fig. 11

Therefore, for case b illustrated in Fig. 8, approach 1 should beSituation 1: P<P\mi» <Pyimt1. For both approaches the ex-
chosen. For case a, in order to choose the more advantage@fi@nger design falls in the region of preferred designs inFthe
approach the AA/A;) giicar Value must be known. If the area re-chart and consequently only one shell will be required, With
duction fraction is inferior to this value approach 1 should b&N>=1 and thereforddN=AA=0.
used, if is superior is more advisable to choose approach 2. FO%it : ) ; :

. uation 2: Rimii2<P<P_|imit1- The design falls in thé-
case ¢ it should be selected approach 2. chart region above approach 1 line and therefdfe-1, and be-

Critical Area Reduction Fraction—(AA/A;)iica- As it low approach 2 line and consequenti{y>1. As a resultAN
was mentioned, the critical area reduction fraction—#0 andAA#0 and it will be necessary to analyze which ap-
(AA/A) giica—corresponds to thalA/A, value that leads to a Proach is the best choice, as discussed in Sec. 5.2.
cost difference AC) of zero. Therefore, Eq(26) is obtained T ) .
when the nonlinear Eq(25) is solved in order toAA/A; with Situation 3: B> Py -
AC=0.

The exchanger design is below both
approaches lines in the; chart, requiring more than one shell.
However, for this case, depending BnP, andXp values, there
N, +AN]c-De are two possible situationg3a) N varies with the approaches 1
N—} (26) and 2(with AN#0 andAA+0) and it is necessary to choose the
critical 1 more advantageous approadBp) N is the same for both ap-
Figure 9 shows the variation oA(A/A ;) giical With the cost law Proaches §N=AA=0) and it is indifferent which approach is
constantc andN;, for AN=1. used.
Each line shown in Fig. 9 represents the critical area reductionThe Xp values for approaches 1 and Xg; andXp,) depend
fraction for a specific value dfl;, which depends on the value ofon the criteria and on the minimum allowable value Far. Fig-
the constant c. For the points above each curve presentedUif 12 shows th&p variation withR for the constanXp criteria
which AA/A; > (AA/A;) gitca» the cost difference is negative andand the constant slope approaches presented in Table 1 of Sec. 4.
therefore it is more advantageous to use approach 2. For the poiH#!S, Xp1 andXp, values, given in Table 10, are thg extreme
below it, in which AA/A;<(AA/A;)giical» it iS better to select values for the defined R decision intervals based on the ap-
approach 1 sincAC>0. proaches presented in Sec. 4. ‘ .
These results show that it is necessary to know the effectiveFigure 13 illustrates the strategy design algorithm
area reduction fraction due to the use of the different approaches 1
or 2, which is carried out through E¢R6). However, this can be

AA

A

simplified if another area reduction fraction concept is introduced — soes0a -
as a decision parameter. S AATA
0.0E+00 = —

Limit Area Reduction Fraction— (AA/A1) imt- The maxi- @ "y : : , : :
mum area reduction that can exist due to ¥evariation (as a _50Es0 |
infeasible stopping limjtcorresponds to a decrease from its initial % {
value A; to its limit value A,=0. Thus, the corresponding limit § -1.0E05 -
area reduction fraction—4A/A1) Limi—IS: § :

= -1.5E+05 =
A_ ) ._A—_ 208405 ¢
*Limit ' E () ——A1=80 Ni=1c=06 .

It is important to know the cost difference value when the limit ~ -2s8+s | A 1@ A1=120N1=3¢=065 y
area reduction fraction is reached€| aa1—1 OF LM T [@ AR NEAen0 M)
AC|(sasanyLimit » Which is obtained by considering in E@5) that 308405 - e o
AA/A=1: Fig. 10 Three situations that can occur due to the use of the

A\° different approaches 1 and 2, for AN=1 and b=7 000: (1)
AC|AA/A =1= b(_) Nl (27) (AA/Al)criticaI >(AA/A1)max ; (2) O<(AAIA1)criticaI <(AA/A1)max ;
1 Nl 3 (AA/Al)criticaI =<0
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Table 9 Selection of approach 1 or 2 according to (AA/A ) citicar @and AA/A; values

(AA/AY) critical AA/A; Best approach
(AA/A) crificar> 0.3 U 1
(AA/AL) criicar< 0.3 (AA/A) a0 o 2
(AA/Al) critical™ 0 AA/Al< (AA/A:L) critical 1
AAIA = (AATAY) citical lor2
AA/A1> (AA/Al) critical 2

(StratDeAl,) developed. As a first decision step it should behoice. In this case there is a small temperature cross that is tol-
tested ifP<P;mit2, Which corresponds to situation 1 and thereerated by approach 1 but not by approach 2. The choice of ap-
fore a single 1-2 shell is used. Wh&» P ;i » (Situation 2, 3a, proach 1 would originate an increase on the exchanger cost of
or 3b)the AN value must be analyzed. ¥N=0 (situation 3b)it 23.1%.
will be determined the number of shells required, and the area andn the last exampl€Ex5), the design falls in the region of the
cost values, according to approach 1. A valueAd+#0 corre- F; chart below both approaches lines requiring more than one
sponds either to situation 2, or to situation 3a. In both cases itdgell. However, for this case it is not indifferent the approach
necessary to determine the more advantageous approach basegs@ since\N+0. As 0<(AA/A1) qiica<<0.3 it is necessary to
Eg%g&g‘gg& ?rl;egergd;cztlon fraction value, as illustrated in Table oy the effective area reduction fraction. So, becal#eA,

C >(AA/A1) ciicar @pproach 2 is chosen. Selecting approach 1
6 Exampl would lead to a cost increase of 6.21%. This example has the

ples ;
largest temperature cross, and consequently requires the greatest

In order to illustrate the capabilities of the algorithm developegumber of shells.
in the previous section, the StratDgAWas applied to a set of five  The results obtained by applying the StratDgAb these five
heat exchangers design cases: Ex1 to Ex5. The temperature dgtamples show how much the heat exchanger cost could be re-
the heat loadQ), the global heat transfer coefficietid) and the duced if a correct approach is chosen. The literature approaches
capital cost law constant@, b, andc) for the design examples even similar could provide small differences in the heat exchanger
considered are given in Table 11. area and number of shells with a consequent increase of the equip-

Figures 14 and 15 show the location in tRe chart and the ment cost value.
temperature situation of each design example. Example Ex1 cor-
responds to the temperature approach situatip*T.,), Ex3
to the temperature meet situatioh,(=T,,) and Ex2, Ex4, and 7 Conclusions
Ex5 to the temperature cross situation,{<T..)-

Table 12 presents some paramet@sR, P, Xp;, Xpy, and
PLimit ) @and the design results for each example problExl to
Ex5). The design example Ex1 falls in the preferred designs
gion of theF; chart for approaches 1 and 2 sirR& Pyt 2, and

Within the overall objective of energy optimization of an indus-
trial process, it is of great importance to improve the efficiency of
individual heat exchangers.

"€ This paper shows the several criteria to design multiple shell
. . and tube heat exchangers based onRheorrection factor. This
Consequer}tly only one sheII_ IS reqwred._ factor could be obtained using the differetyt approaches already

The design examplt_e Ex2 Isn the region of g chart belqw established in the literature or by the alternatSefactor intro-
approaches 1 and 2 lines sinee> Pyt 1 an_d therefore requires ched by Gulyan[4].
more than one shell. Temperature cross is too large to use on Yor a chosenX, based approach it was established, in this

one shell. For this case it is indifferent which approach is useb% ; - : :
= . per, a Design Algorithm (DeAY) showing the calculations path
becauseAN=0, and consequently is selected approac_h 1 to obtain the needed number of shells, the final area and cost of
In the case of example Ex®>P 2 andAN=1. It is then thﬁ heat exchanger
ch. '

necessary to determine the more advantageous approa
(AA/A) ¢itica™ 0.3 and consequently approach 1 is the best
choice. The design is in thHe; chart region above approach 1 line

and below approach 2 lin@ it 2 <<P<P_imit1 - There is no tem- 1005 Re2ise

perature cross, however it is necessary more than one shell ac- Lo

cording to the more conservative approach 2. If this approach was 005 v i : Xec (R)

selected the cost increase would be 14.3%. //
The example design Ex4 is also in tRg chart region above 050 Yo s

approach 1 line and below approach 2 line, however for this ex- ) \ Xp=0.893

changer AA/A;)qiica=0 and therefore approach 2 is the best 085 ——t : ——

- \

Xee (R}

0.75 —r s e

0 1 2 3 4‘1 R 5 6 ; é 9 10
Fig. 12 X, variation with R for the constant X, criterions and

constant slopes approaches presented in Table 1 of Sec. 4

Table 10 Xp; and Xp, values in each R interval, for the ap-
proaches presented in Table 1 of Sec. 4

Pumz  Pum P R=1 1<R=2.139 R>2.139

Fig. 11 Heat exchanger design situations that can occur with Xp1 Xpp(R) Xpc(R) Xpc(R)

the approaches 1 and 2: (1) P<Pimi2; (@) Plmi2<P Xp 0.855544 0.855544 Xpp(R)
<Plimit1; ) P>Plimit1
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Fig. 13 Strategy design algorithm  (StratDeAl ;,), which minimizes the heat exchanger cost

Some design examples show significant differerfopso 20%) is equivalent and for the other three the cost reduction is between
in the values of the heat exchanger cost using the mentioned 6t21% and 23.1%.
eratureXp approaches.
This study presents a new strategy for the design of multiple
shell and tube heat exchangers focused on the cost minimization.
The algorithm that applies this strategy was called StratpeAt
provides the best route to get a final design by introducing t&cknowledgments
concept of critical and limit area reduction fraction. The authors gratefully acknowledge financial support from the
StratDeAl, is illustrated, in this paper, with five heat exchangePortuguese National Team on Process Integrat®NIP-Grupo
design examples. The main result is that in two of them the choibiacional de Integragade Processos).

Table 11 Temperature data, heat exchanger duty  (Q), overall

heat transfer coefficient (U) and capital cost law constants  (a,
b, and c) for each design example (Ex1 to Ex5) 09 £
Example Ex1 Ex2 Ex3 Ex4 Ex8 Fr
0.8
Thi (°C) 500 500 570 400 410 F.= 0.75
Tho (°C) 270 130 150 320 110 e
Tci (°C) 40 40 50 120 0 07 ¢
Tco (°C) 195 180 150 330 360
Q (kw) 2000 2000 2000 2000 2000 06 1
U (KW/m?/K) 0.1 0.1 0.1 0.1 0.1
ag; 0 0 0 40000 8600 05 f— | } E
b 7 000 7000 7 000 2300 670
c@ 065 065  0.65 1.0 0.83 00 02 04 o 08 08 10
DExample from Ahmad et a[2], with P> P, discussed in Sec.@xchanger EB  Fig. 14 Location in the F(R,P) chart of each design example
@cCapital cost lawC=a+bA%(€). (Ex1 to Ex5)
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Fig. 15

™ )

Example Ex1 .

Example Ex2

Enthalpy

600
Example Ex4

500

400
TCO) ||
300 £ T

200

100

Enthalpy

Nomenclature

A_

C
Cp
Fr

FT Minimum

heat exchanger aream

heat exchanger capital cost, C

heat capacity flow rate, kwW/°C

logarithmic mean temperature difference correc-
tion factor, dimensionless

minimum allowed logarithmic mean temperature
difference correction factor, dimensionless
parameter presented by Gulyani, dimensionless
number of 1-2 shells in series, dimensionless
heat exchanger thermal effectiveness, dimension-
less

thermal effectiveness for each 1-2 shell in the
series, dimensionless

thermal effectiveness of each 1-2 shell in the
series for approach 1, dimensionless

thermal effectiveness of each 1-2 shell in the
series for approach 2, dimensionless

= limit value for P, dimensionless

maximum (asymptotic)value of P, dimension-
less
heat exchanger duty, kW

Table 12 Parameters and results obtained by applying the StratDeAl

for each design example (Ex1 to Ex5)

6

Enthalpy

&)

Example Ex3

Inlet /outlet temperature situations corresponding to each design example:

Xpc =

Xpp =

AA

AAJA,

Enthalpy

(1) Ex1 to (5) Ex5

heat capacity flow-rate ratio, dimensionless

= dummy variable foR defined by Santos, dimen-

sionless
cold stream inlet temperature, °C

= cold stream outlet temperature, °C

hot stream inlet temperature, °C

hot stream outlet temperature, °C

overall heat exchanger transfer coefficient,
KW/m?/K

parameter defined by Ahmad et al., dimension-
less

Xp expression determined by Shenoy that main-
tains the slope dF/dxp) g~ —1.64, dimension-
less

Xp expression determined by Shenoy that main-
tains the slopedF+/dp)gr~ — 2.8, dimensionless

Greek Symbols

= heat exchanger area difference due to the use
of approaches 1 and 2,’m

= heat exchanger area reduction fraction, di-
mensionless

12, described in Sec. 5,

Example Ex1 Ex2 Ex3 Ex4 Ex5

R 1.484 2.643 4.200 0.3810 0.8333
P 0.3370 0.3043 0.1923 0.7500 0.8780
Xp1 Xpc:0.901 Xpc:0.908 Xpc:0.918 Xpp:0.937 Xpp:0.907
Xp2 0.856 Xpp:0.844 Xpp:0.821 0.856 0.856

P imit 2 0.4004 0.2609 0.1725 0.6981 0.5458
AN 0 1 1 1
(AA/AY) critican 0.3115 0 0.04468
AA/A 0.1168
Approach chosen 1 1 2 2

N 1 2 1 2 5

Fr 0.9089 0.9289 0.8142 0.9518 0.8599
A(m?) 82.81 118.7 110.2 169.7 305.7
Ccke) 123.6 199.1 148.7 430.3 110.4
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(AA/AY) qiicar = critical area reduction fraction, dimensionless ¢ = cold stream
(AA/AD)Limit = limit area reduction fraction, dimensionless h = hot stream
(AA/A)) max = maximum allowed area reduction fraction, i = inlet

dimensionless max = maximum

AC = heat exchanger capital cost difference due to o = outlet
the use of approaches 1 and=2, C
AN = number shells difference due to the use of

approaches 1 and 2, dimensionless Appendix
ATy = logarithmic mean temperature difference, °C
. Differential Equations of dN/@Xp for R#1 and for R=1.
Subscripts The following derivative expressions faN/dXp were calculated
1 = approach 1 by differentiating Eqs(14) and (15), using the software Math-
2 = approach 2 ematica 4.1.0.0 of the Wolfram Research Inc.:

(1—RP)
2(R-1)Ln| =5

N
Xp

5 if R#1 (A1)
(1=Pimi) (1= RPmi) (R+ 1+ VR*+1)

1-RP(m;
Ln( — Lernt)

whereP i is determined through Ed8). 1-RP]N 1-RP
9P, [1—P L”( l—P) [R—1] nel s
IN - NZ{R_(l_RP) 1/N72 # ( )
i-p
N (=P)2+2) P PCPZD (A%)
Mo 2A1-PpE R=1 (A2) N (N+P—NP)2

The denominator of Eq$A3) and(A4) is always positive. The
numerator of Eq(A3) is the product of one positive expression
and one negative, and therefore it is always negative. The numera-
tor of Eq. (A4) is also always negative. So, f=1 andR#1,
IN<O0, Vg pn, and, thereforeP; decreases wheN increases.

The denominator of Eq$Al) and(A2) is always positive. The References
numerator of Eq.(Al) is the product of two expressions: one ) . ) )
L. . L . 1] Smith, R., 1995Chemical Process DesigivicGraw-Hill, New York, Chap. 7.
positive and one negative, and therefore it is always negative. Th%z] Ahmad, S., Linnhoff, B., and Smith, R., 1988, “Design of Multipass Heat
numerator of Eq(A2) is also always negative. So, by both equa-  Exchangers: An Alternative Approach,” ASME J. Heat Transfaf, pp. 304—

tions it can be concluded thalN/dXp<<0V , and therefore 309.
. P RPX, [3] Shenoy, U. V., 1995Heat Exchanger Network Synthesis—Process Optimiza-
that N decreases wheXp increases. tion by Energy and Resources Analys@ulf Publishing Company, Houston,

pp. 255-264, Chap. 6.

[4] Gulyani, B. B., 2000, “Estimating Number of Shells in Shell and Tube Heat
Exchangers: A New Approach Based on Temperature Cross,” ASME J. Heat
Transfer,122, pp. 566-571.

[5] Wales, R. E., 1981, “Mean Temperature Difference in Heat Exchangers,”
Chem. Eng.88(4), pp. 77-81.

[6] Santos, L. C., and Zemp, R. J., 2000, “Energy and Capital Targets for Con-

Differential Equations of dP,/dN for R#1 and for R=1. strained Heat Exchanger Networks,” Braz. J. Chem. Ebg(4—7, pp. 659—
The derivative expressions féP,/JN were determined with the 669. , , o
. [7] Floudas, C. A., 1995,Nonlinear and Mixed-Integer Optimization—
software Mathematica 4.1.0.0 of the Wolfram Research Inc., Fundamentals and Application®©xford University Press, Oxford, UK, pp.
through Eqgs(16) and(17). 314-315.
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Augmentation of Laminar Forced vices such as the ligament or the helical steel wire (s®k, for
. . example,[5]). In the above enhancement techniques, the smooth
Convective Heat Transfer of an QOil tube inserted a helical steel wire coil that is closely touched on the
H inner wall of the tube is a simple and relatively effective method.
Flow in an Enhanced Tube by Although these enhancement techniques can effectively increase
EHD Effect the heat transfer coefficients, while they also increase the fraction

factors due to strong viscosity of oil. In general, the increase ratio
of the fraction factor is greatly larger than that of the heat transfer

Zhen-Hua Liu coefficient, and hence the comprehensive effect is not good. The

e-mail: liuzhenh@sijtu.edu.cn EHD enhancement method has a well comprehensive effect for
the convective heat transfer of oil, because it not only greatly

Jie Yi enhances the heat transfer, but also has just a little increase in the

friction force. In addition, controlled heat transfer also can be
. . . conveniently implemented by means of adjustment of the electric
School of Mechanical and Power Engineering, Shanghaifield strength.
Jiaotong University, Shanghai, 200030, P.R. China In the present study, an experimental investigation was per-
formed for augmentation of the laminar forced convective heat
Keywords: Convection, Electric Fields, Enhancement, Expefitansfer of an oil flow through an enhanced tube under a DC
mental, Heat Transfer, Tubes high-voltage electric field applied. The enhanced tube consisted of
a smooth tube and a helical steel wire coil that was closely
) touched on the inner wall of the tube to form an internal enhanced
Introduction heat-transfer surface. The effect of the applied electric field on the
Heat transfer enhancement using an applied electric field HREced convective heat transfer of oil in the smooth and the en-
fascinating application perspective since it can realize a good dinced tubes were investigated. The forced convective heat trans-
hancement effect at the expense of only a little cost of enerd§! characteristics of oil were obtained under various applied high
Many fundamental studies have been carried out in this field atgltages and the heat fluxes. In addition, the effects of the flow
the emphasis of the study has been gradually turning to appliéglocity and the oil-temperature on the enhanced heat transfer
tion study. The electrohydrodynamiEHD) enhancement of the Were also investigated. The present experiment reveals the influ-
forced convective heat transfer refers to the coupling of an elect§BCeS Of such factors as the applied electric voltage, the heat flux,
field with the fluid field in a dielectric fluid medium: The netthe flow velocity and the oil temperature on the enhancement ratio
effect is production of electrically induced secondary motions th&f the heat transfer coefficient.
destabilize the thermal boundary layer near the heat transfer
surface. , Experimental Apparatus
The effect of electrohydrodynamics on the phase-change heat . ) -
transfer has been under investigation for the past two decades. onhe_experimental apparatus is not shown here for brevity's
the other hand, the studies of the convective heat transfer &fke- The test tube was a horizontal heated copper tube with an
hancement by the EHD effect are relatively little. The experimeigffective heating length of 1.20 m, the inner diameter of 20 mm
tal results reported by Franke and Hoddéand Hasegawa et al. and the wall thickness of 3 mm. Inside of the copper tube, a
[2] denoted that the strong electric field could disrupt the lamingglical steel wire coil was closely touched on the inner wall of the
thermal boundary layer of air or refrigerants in-tube and shift tHybe to form an enhanced heat-transfer surface. Three kinds of the
flow conformation from the laminar flow to the turbulent flow. helical steel wire coil were used in the tests. The first coil had a
Compared with air and refrigerants, oil is a so viscous fluid th&itch of 5 mm and wire diameter of 1.5 mm named A coil here-
it keeps still the laminar flow when the external electric field i&iter- The second coil had a pitch of 5 mm and wire diameter of 1
applied although the secondary flow may be aroused. It is quifg™ named B coil. The last one had a pitch of 10 mm and wire
meaningful to reinforce the forced convective heat transfer of diameter of 1.5 mm named C coil. The two ends of the test tube
in-tube, since it has a low heat transfer coefficient, but a wide}d the leading tubes made of bakelite tubes, in which the ther-
practical perspective. In general, it is difficult to enhance the lanffoocouples and the pressure probes were mounted to measure the
nar forced convective heat transfer of oil in-tube. Common el temperatures and the static pressures at the inlet and the outlet
hancement techniques use mainly various surface-worked tul9édhe test section. Six K-type thermocouples were welded on the
such as the two-dimensional or three-dimensional extended spitside of the copper tube with an uniform distance to measure
faces tubegsee, for example[3]) and the helical groove tubes the local waII_temperatun_es. The out5|de_ wall of the copper tube
(see, for example[4]), the smooth tube inserted swirl-flow de-Was reel_ed vv_lth an ele_ctrlc resistance wire to generate Joule heat
and the interlining of mica was mounted between the copper tube
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF and the electric resistance V\.”re for the sake of I.nSUIatI.On' The
HEAT TRANSFER Manuscript received by the Heat Transfer Division April 19, 2001.0UtMOst layer of the test section was the thermal insulation layer
revision received March 21, 2002. Associate Editor: C. Th. Avedisian. of asbestos wire.
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Fig. 3 The effect of the applied electric field on the enhanced

Fig. 1 The effect of the applied electric field on the enhanced heat transfer coefficient for the enhanced tube

heat transfer ratio for the smooth tube

The oil was heated in an oil tank, and circulated by the pumfESults of the smooth tube bly./h, versusq curves W'trl the
The mass rate was regulated by the values and measured witfgerimental conditions of 0.2 m/s flow velocity and 20 °C inlet
flow meter. Then, it passed through the test tube, the water codddftemperature. It is found that the heat transfer enhancement has
and finally returned to the tank. All signals from the thermoPOt occurred when the applied electric voltage is lower than 1.0
couples and the pressure probes were measured using a di(@@However, when the applied electric voltage reaches 1.5 kV,
measuring system. e enhanced heat transfer ratio increases quickly and is indepen-

The cathode of the DC high-voltage was connected to the ¢ ont of the heat flux. In the low heat flux range, the enhanced heat
per tube and the helical cdiboth to the ground), and the anode t ansfer ratio increases significantly with increasing the applied
a stainless steel wire of dia-1 mm that was inserted along tREctic voltage. However, in the high heat flux range, the en-
center axis of the copper tube to apply a radial electric field b anced heat transfer ratio will gradually decrease even stop with
tween the wire electrode and the copper tube. increasing the applied electric voltage. Therefore, the enhanced

In each run with the applied electric field, both the mass rafieat transfer ratio is strongly dependent on both the applied elec-
and the inlet oil-temperature were fixed, a series of heat transtif Voltage (or the electric field strengirand the heat flux. The
characteristics were measured by changing the applied DC hig@tion among them is very complicated. In the tests, the local
voltage and the heat flux. Then, other test run was carried outdstcharge would appear between the two electrodes when the ap-
another fixed mass rate. plied electric voltage exceeded 4.0 kV.

In the present experiment, No. 15 lubricating oil was used gsFiguré 2 shows experimental results of the smooth tube by
the working liquid. The velocity ranged from 0.025 m/s to 0.3 o/ T, versusq curves with the same flow and heating conditions

m/s. The inlet oil-temperature ranged from 20°C to 52°C. Th@S Shown in Fig. 1. Herd,./f, is the ratio of the friction factor
Reynolds number varied from 40 to 780. with the electric field to that without the electric field. It is found

from Figs. 1 and 2 that the maximum enhanced heat transfer ratio

Experimental Results and Discussion can increase a_bout seven times by the EHD effect. However, the
) o friction factors increase only about two times by the EHD effect

The enhancement ratio of the heat transfer coefficient by th@der the same flow and heating conditions. This fact shows a

EHD effect (called the enhanced heat transfer ratio hereaftefavorable comprehensive effect of the heat transfer enhancement

he/hyg, is defined as the ratio of the heat transfer coefficient witiy the low heat flux range by using a high voltage electric field.

the applied electric field to that without the applied electric field at |t is found from the experimental results of the enhanced tubes
the same mass rate and heat flux. Figure 1 shows the experime@ighout the applied electric field that the enhanced tube A has the

2.0 5 ~
A Smooth tube A - ”—d
1.8 -\ u=0.2mls, T,=20 °C sk a—t .
I —m— U=1.5kV i —,—
o 16l \\ —e— U=2.5kV
hy A —A— U=4.0kV LT
w® i \ - I '
1.4 | e e
o \ = 2 P
-\o\. . \ | U/ (kv)
| T ° Enhanced tube —o— 1.0
1.2 — s 1E 2 —a— 20
s -— __—n q=1kW/m )
1.0 lm --l/!/ | A [ u=0.2mlls ' . _‘T 3.0
. 0 4 A L 4 A
1x10°  2x10°  3x10°  4x10°  5x10° 10 20 30 40 50 60
q (Wim’) T, (0

Fig. 2 The effect of the applied electric field on the increase
ratio of friction factor for the smooth tube

Fig. 4 The effect of oil temperature on the enhanced heat
transfer ratio for the enhanced tube
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5 The enhanced heat transfer of the forced convection by the
L EHD effect is mainly due to the influence of the Coulomb force

sl .MOM‘ caused by motions of the free electric charges in the fluid. Other
./'/ EHD forces such as the dielectric force and the electrostriction
i — force are secondary. In a dielectric fluid medium, the ionized par-
o ST ./ ticles, i.e., the free electric charges become more and more with
f 3 -/'/ a increasing the applied electric voltage. These free electric charges
= ok //4,,-,»»——‘ move quickly from the anodé&he central steel wineto the cath-
| > U/ V) ode (the copper _tubg), and impact strongly the therme_ll boqndary
; | Enhanced tupe —e— 1.0 layer and make it thinner and more turbulent. Meanwhile, sine the
- 2 o radial turbulence perpendicular to the flow direction is strength-
q=1 kW/m n— 2.0 e
1 224°C A 3.0 ened and hence the secondary flow is inducted. Therefore, the heat
ot 1 " ) transfer enhancement by the EHD effect is quite significant even
0.0 0.1 0.2 0.3 in the laminar forced convective region. For the smooth tube, the
. influence of the heat flux on the enhanced heat transfer has not yet
u (ms) been able to be explained fully. It seems logical to suspect that the
_ _ higher temperature gradients make the dielectric and electrostric-
Fig. 5 The effect of flow velocity on the enhanced heat trans- tion forces more important, because of the higher gradients in the
fer ratio for the enhanced tube properties.
Conclusions

best enhanced heat transfer characteristics among the three en- ) . . )
hanced tubes. Hence, only the enhanced tube A was used for th@n experimental study investigated the effect of a DC applied
tests using the applied electric field. electric field on the enhanced heat transfer of the laminar forced
Figure 3 shows the experimental results of the enhanced tub&@(Vvection for oil through a horizontal smooth tube and an en-
using the applied electric field Hyversusq curves with 0.25 m/s hanced tube. The experimental results are summarized as follows:

flow velocity _and 24 °C inlet oil-temperature. Itis found from Fig. 1 Eor the smooth tube, the enhanced heat transfer ratio is de-
3 that a relatively strong enhanced heat transfer by the EHD effegtnqent on both the applied electric field strength and the heat
has appeared when the applied electric voltage reaches only 1 Yy |n the low heat flux range, the enhanced heat transfer ratio
The heat transfer coefficient increases quickly with increasing tig-reases quickly with increasing the electric field strength. While,
applied electric voltage. The heat transfer coefficient of the efhe increase ratio of the friction factor is effectively restrained. In
hanced tube with the applied electric field can increase threejp, high heat flux range, the enhanced heat transfer is not
four times than that without the applied electric field. It must b@ignificant.

specially noted that the heat transfer coefficient is nearly indepen—  For the enhanced tube, the enhanced heat transfer ratio is
dent of the heat flux. This is a significant advantage for the epyainly dependent on the applied electric field strength. The en-
hanced tube and it differs completely from that for the smoothynced heat transfer ratio increases quickly with increasing the
tube. If compared with the heat transfer coefficients of the smoofysjied electric field strength and is basically independent of the
tube without the applied high voltage, the total enhanced ha@at flux in the whole experimental range. The friction factor is
transfer ratio by the EHD effect and the enhanced heat-transfg{y iy not change with the increase in the heat transfer coefficient.
surface effect will reach about eight times to ten times in thenerefore, a favorably comprehensive effect can be achieved.
whole experimental range. It is slightly larger than the maximum 3 goth the flow velocity and the oil-temperature have only a

value of the enhanced heat transfer ratio for the smooth tube Wil influence on the enhanced heat transfer caused by the EHD
the applied high voltage as shown in Fig. 1. This fact means thaect.

the enhanced heat transfer ratio cannot significantly be increased
:Jgngecompound enhancement technique in the low heat tranﬁ(%menclature
In the present experiment, it is worth noting from the measured f = friction factor[—]
results that the pressure drop had no change with increasing the h = heat transfer coefficieftWVm™2 K]
applied electric voltage. This fact indicates that although the heat q = wall heat flux[Wm™2]
transfer coefficient is remarkably increased by the EHD effect, the T, Inlet oil-temperaturg°C]
fraction factors in the test section has no meaningful change with u Flow velocity of oil [ms ]
the increase in the heat transfer coefficients. This result shows a U = DC electric voltagdV]
favorable comprehensive effect for the enhanced tube. The reaéf)% o
is presumed that the fraction force is mainly caused by the helica!PSCMPtion
coil for the enhanced tube. 0 = without the applied electric field
Figure 4 shows the effect of the inlet oil-temperature on the e = with the applied electric field
enhanced heat transfer ratio at a constant velocity. It is found that
the enhanced heat transfer ratio some what increases with incrdsterences
ing the inlet oil-temperature. . i ) )
Figure 5 shows the effect of the flow velocity on the enhanced[l] Eranke, M E., and Hogue, L. E., 1991, “Electrostatic Cooling of a Horizontal
. . . . ylinder,” ASME J. Heat Transfer113 pp. 544-548.
heat transfer ratio at a constant inlet oil-temperature. It is founds; jasegawa, M. M., Yabe, A., and Nariai, H., 1998, “Numerical Analysis of
that the enhanced heat transfer ratio has a small increase with Electro-Hydro-Dynamical Enhancement Mechanism of Forced Convection
increasing the flow velocity. By comparing Figs. 4 with 5, it could ;‘;gt ;f;sﬂsfef in Duct Flow,” Trans. Jpn. Soc. Mech. Eng., Se64%620), pp.
be andyde.d tha.t the increase Of.the. 0|.I-tempera.ture will r.Educ%] Liao, Q., .Zhu, X., and Xin, M. D., 2000, “Augmentation of Turbulent Con-
the kinetic viscosity, whose effect is similar to an increase in the" " yective Heat Transfer in Tubes with Three-dimensional Internal Extended Sur-
velocity. Both all can raise the Reynolds number, so the enhanced faces,” Enhanced Heat Transfét, pp. 139-151.
heat transfer ratio slowly increases with increasing the Reynold$A! gabaz, T. Gé,hWebb, 5'5 L., Thors, tPH a;delm, N. K-% T1293, ;l_nfluen_ce <|)fH
H H ' H _ oughness ape an pacing on the Performance O ree-aimensional He-
number. The reason is estimated that it is easier to arouse turbu lically Dimpled Tubes,” Enhanced Heat Transfer, pp. 53—64.
lent flow reaction or the se;ondary _ﬂOW W'th !ncreasmg the Rey'[s] Carnavos, T. G., 1979, “Cooling Air in Turbulent Flow With Internally Finned
nolds number. However, this trend is quite slight. Tubes,” Heat Transfer EngL(2), pp. 41—46.
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On the Optimization of Circular more, a method is proposed where the optimum dimensions and
distance between fins are obtained directly without any iterations

Radiating Fins With Fin-to-Fin and and/or interpolations from diagrams.
Fin-to-Base Radiant Interaction

Statement of the Problem

Rizos N. Krikkis Consid | diat hematically depicted sch
“mail rleri ; onsider an annular space radiator schematically depicted sche-

€ m'all. rkrlk@mle'.uth.gr . . . matically in Fig. 1 with uniform density radial fins. The fin is
Institute of Chemical Engineering and High Temperature ,oqe of material with thermal conductivity, profile y=y(r),

Chemical Processes, P.O. Box 1414, Stadiou St., base thicknessw, and height”=r,—ry, (Fig. 1). The base of the

Platani, 26 500 Patras, Greece fin is maintained at constant temperatufg. Assuming one-
dimensional heat conduction, no heat sources or sinks in the fin,

Panagiotis Razelos black radiation from all surfaces according to the Stefan-

Boltzmann law, the steady-state temperature and radiosity must

Mem.. ASME satisfy the following dimensionless equations:

e-mail: razel@ath.forthnet.gr

Professor Emeritus, College of Staten Island, d0,/dx=0,/(zx)

CUNY, New York d@zldX=X(v,8)2[®‘11(X)—h(X)] ) 1/B$X$1 (1)
1

In the present study the optimum dimensions of circular rectangu- h(x)= f , 1//3®11(X,)d Fax—-dx T hp(X) )
X' =

lar and triangular profile fins with fin-to-fin and fin-to-base radi-
ant interaction are determined. The basic assumptions are one-

dimensional heat conduction and black surface radiation. Thﬁherevzzhrrﬁl(kwb) is the surface radiation/conduction param-

governing equations are formulated by means of dimensionleesfér ®,=0 and®,=zx(d®, /dx). The boundary conditions are
variables and solved numerically. The optimum fin dimensions, ' * 1

bore thickness and height, are presented in generalized dimen-

sionless form and explicit correlations are provided for the dimen- 0,(1)=1, 0,(B8)=0 3)
sionless optimum parameters. The results are analyzed and re-

ported in _dlagrams that give insight to the operatlonaLl-he equation that describes the profile of the firiRaizelos and
characteristics of the heat rejection mechanism. Imre [8)):

[DOI: 10.1115/1.1565094 '

(1-MA-B%)

z(X,B;N)=1+ -1

, lB=x=<1 4

Introduction ,
o . . In Eq. (4) A=1 corresponds to the rectangular profile, and
Radiating extended surfaces are widely used to reject heat frang 01 to the nearly triangular. The total heat lassq;+ g, from
a spacecraft, which became very important with the advent gfe heat rejection mechanistiin and base tube assempban be
space exploration, in the second half of the last century. Subst%nd by adding each component of heat losses, which in dimen-
tial effort has been made to understand the fundamental enegynless form becomes:

exchange mechanisms involved, in order to design radiating
equipment. In a pioneer work, Sparrow et [dl] examined black Qs+
radial fins of rectangular profile with fin to fin and fin to base Q= ———
radiant interaction. Chung and Zhahg,3] determined the opti- 4mrph Ty
mum dimensions of fins and fin arrays taking into consideration of =Q(+Q,
fin to fin and fin to base interactions. Krishnaprakds$ deter-

mined the optimum dimensions for fin arrays and presented his 1 d©, 0% ! o,

results with correlations. Schnurr and Cothif&1 developed an T pu?dx * 2 1- y O1(x")dFya,—aar
iterative numerical procedure for the calculation of optimum di- x=1/ o

mensions of circular assemblies with triangular profiles for black (5)

and gray surfaces. Later, Schnurr et[&l] determined and com-

pared the optimum dimensions of circular and straight fin arayspas peen pointed out by Razelos and Geordidlithat the
with rectangular and triangular profiles. The calculation of th

: . . Eqndition for economically justifying the use of fins is: “the ratio
optimum assembly environment was straightforward as a result gfj,q ot dissipated by the fin to be much larger in comparison with

recasting the optimization statement in terms of a nonlinear prigje neat that would have been dissipated from the base surface,
gramming problem. The solution was obtained using the Fletchgs-the absence of the fin.” This ratio, which in the literature refers

Reeves algorithm at the initial stages and the Hooke-Reeves alg9-as removal number, effectiveness or augmentation factor is
rithm at the final stages of the optimization process. equal to

In the present work we determine the optimum dimensions of
rectangular and triangular profile radiating fins that includes fin to
fin and fin to base radiant heat exchange. All the surfaces involved N,=—= =— (6)
are considered black with constant thermal properties. Further- Ab db Y

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF s_ . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 5, 2002‘,Nhereqb_ 271'rbLhrTb is the heat rejected by the single base tube

revision received December 2, 2002. Associate Editor: G. Chen. (in the absence of the fin
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v * 70 T T T T T T T T T T T T
: 65F  ------- Schnurr ez al., (1976), Rectangular Profile
| w 60k T Schnurr ef al., (1976), Triangular Profile ]
fip =" : g s [ Present Study
= st
i w sof =
. o >
1 (=
i Sast T e
i 20l L T
i g0
! 35t -
i 7L .
i < 30f. Triangular Profile 1= 0.01
: g 25E" Rectangular Profile 1=1.00 ]
2wb 2'0 TP ISR FEVEY FEEWE SR SAUTE FETT SUFEE FEUTE FESYS FUwed | 1 A-
17 1.8 19 20 21 22 23 24 25 26 27 28 29 30
"""""""""""""""""""""""""""""" Removal Number N,
Fig. 1 Annular space radiator ) . .
Fig. 2 By as a function of the removal number N, for a circu-
lar assembly
Optimization

In terms of the dimensionless variables the optimization state- 4
ment is defined as, “Given the profile of the fin, r,, and the ZZE CiN:'v 1.7<N,<3.0, z:gopt,yophvgm (9)
desired removal numbeX, determine the values, B, andy of i=1
the fin that minimize its volume,” Schnurr et dl6]. Following
Razelos and Imr€8] and Schnurr et al.6], a dimensionless vol-
ume is introduced as:

The polynomial coefficients; in Eq. (9) can be found in Table 1
for the rectangular profile and in Table 2 for the triangular profile.

kV BZY(B;N)
U= 4 = 2 (7) 4.0 T T T aasas: S ARAAREARs SN ;
4mh.ry(L/ry) vy r _
seb|” 77 Schnurr ef al. (1976), Rectangular Profile ]

------- Schnurr et al. (1976), Triangular Profile
Present Study

In the above equation the expressigf)3;\) corresponds to the
profile described by Eq4) and is equal to

(B
QBN = g5z [B(L+20)+2+2)] ®)

- N
w O

Lir,) for Black Surfaces
N
-

; : 1.6 Triangular Profile A =0.01
We may observe by inspection of From E(7) that the removal i14 Rectangular Profile 1 = 1.00

number and the dimensionless volume can be expressed as func™ 12} o o-oeooaooll 3
tions of v, B, and y that is N,=N,(v,8,y;\) and U b T e
=U(v,B,7:\). The problem defined by EqL) to (2), with its O 18 15 20 a1 22 23 24 25 26 27 28 29 30
corresponding boundary conditiof®), is solved numerically and

the optimization is performed using the nonlinear programming

algorithm due to SchittkowsKi9], which uses a successive qua-Fig_ 3y a5 a function of the removal number N, for a circu-

Removal Number N,

dratic programming method for the solution of the general NOlk; assembly
linear programming problem. The correlations used for the opti-
mum characteristics for both the rectangular=1) and the
triangular(A=0.01) profile are the following:
0.22 [T e T T e
o20p Schnurr e al. (1976), Rectangular Profile| ]
Table 1 Coefficients for the rectangular profile 0181 N = Schnur et al. (1976), Triangular Profile | 1
w 016 F N Present Study ]
Q AN
Ci Bopt Yopt vﬁpt é 0.14 | T ]
= \\\
0 4.53626 5.55864 1.81830 2 0.12 N B
1 -5.57195 -8.00277 —1.99758 EXTI ]
2 3.47024 4.47558 0.75187 m
3 —0.50314 —0.70870 —0.09567 8
8006
Table 2 Coefficients for the triangular profile :
(o7 ﬁopt Yopt Vgpt 0.00 L ! ) 1 1 2 I s L i i : L
17 18 19 20 21 22 23 24 25 26 27 28 29 30
0 —3.63752 —2.36673 1.18456
1 5.86823 436603 ~1.28786 Removal Number N,
2 —1.65398 —1.55895 0.47806
3 0.24907 0.24783 —0.05976 Fig. 4 Vgpt as a function of the removal number N, for a circu-
lar assembly
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Table 3 Results for the example calculations

Reference Bopt Yopt V2o (ro)opt mm Lopt MM (Wp) ope MM
Schnurr and Cothrafb] 3.00 1.50 0.105 76.2 38.1 0.0522
Schnurr et al[6] 3.11 1.69 0.101 79.0 42.9 0.0543
Present study 3.00 1.88 0.065 76.2 47.8 0.0845
Numerical Solution et al.[1]. Although a fairly good agreement has been observed for

low radius ratios(8=1.5+2.0) at intermediate(8=3.0) and
. - .o . . higher valueq3=5.0) the differences became importaie., up
tive procedurg(Modest,[11]). First a temperature distribution IS o 35%). We believe that the main reason for such large differ-

calculated and then inserted into H@) and it is solved for an ... o' 6 16 the numerical techniques used in the present study.
updated temperature distribution. The second order, two-pO\nt s, 2 d4th . dy2

boundary value problem is solved using a shooting technigtféF19S- 2, 3, and 4 the optimum parametgg;, yopandvop, are
(Ascher et al.[13], Keller [14]). The error tolerance for the SNOWN as a function of the removal number. For the purpose of

boundary condition iteration was set to £0 The algorithm used illustration and comparison of the results ob'gained by using Eqg.
is a variable step embedded Runge-Kutta algorithm of oré&x, 5 (9) is demonstrated, for the same example given by Schnurr and

Hairer et al.[15]. The obtained discrete temperature distributioﬁmhran[s]'

04(&), Lis<¢ =<1 from the ODE solver is used for the construc- Example. Determine the optimum dimensions of the black
tion of a temperature interpolating piecewise polynomial of thgibular radiator of Fig. 1, where the base temperaturdjs
form: =37.8°C (100°F), and the fin thermal conductivity ik
=200 W/(mK), (aluminum). The radiator is designed to operate
atN,=1.8 withr,—25.4 mm.

Solution. First we determined the black body heat transfer
coefficient, which is equal toh,=o¢Ti=5.67x10 8(310.9f

where the breakpoint sequenéés provided by the ordinary dif- c:o%}zgt\:\c/);(n?K)éoeFfFi(():?e]ntEs 4 (anznd Ta?'gf CY\E(; 80)ibia3|n0(§he
ferential equation solver. For the interpolant constructed altove Bop=2i—Ci(1.8) =3.00,

=8, was useddegreek— 1) so that the right hand side of Ed.) 7’0pt:_2i4:<)‘:i(1;8)':1'8_8 and ngt_ZEitOCi(l'g)':0'065: The
has continuous derivatives. In this way full advantage is taken tlowing optimum fin dimensions can be obtained as:
the accuracy characteristics of the ordinary differential equatiéis)op= N5/ (kv 5y =3.05x1.70X(25.4x10~%)2/(200<0.065)
solver since an optimum Runge-Kutta algorithm of order 5 must0.0845 mm, (t)opt:,Boptrbz3.00><25.4><10’3=76.2 mm,
agree at least with the Taylor expansion of the same order. Itli§y= Yol b= 1.88%25.4x10 3=47.8 mm The results are sum-
therefore evident that derivative continuation is essential for anarized in Table 3 that for the purpose of comparison the corre-
accurate and reliable solutigtemperature distributionThe inte- sponding values of previous studigs6] are also shown.
gral in Eq.(2) is evaluated using Eq10) while for the tempera-
ture distribution, a globally adaptive quadrature formula using a
21-point Gauss-Kronrod rule. The absolute error is controlled .
subdivision of the integration interval so that the integral is es%-)’(()ndus'ons
mated over each subinterval. The local truncation error is esti-In the present study the problem of designing the optimum fin
mated using a 10-point Gauss quadrature rule. The absolute efasrthe tubular space radiator is solved. The governing equations
tolerance used was 18, while the corresponding relative oneare formulated by means of dimensionless variables, a numerical
was 10°5. It should be noted here that the fin heat dissipation @Ptimization is carried out and explicit correlations are given for
computed directly from the solution of the ordinary differentiathe description of the optimum fin environment. Comparing to the
equation, Eq(1). In this way the calculated solution is very acPrevious studies more reasonable designs are predicted since the
curate since the truncation error in the temperature derivativeQBtimum base semi thickness is substantially greater in the present
of fifth order. In this way an accurate and reliable calculation ¢itudy. Moreover the impact of numerical analysis on the solution
the fin heat dissipation is achieved since the computation of tRé€ngineering problems is clearly demonstrated. Furthermore we
constraint gradient is critical for the minimization routine. Théuggest a fast and accurate procedure suitable for all practical
implementation of the above mention algorithms and techniqu@B89IN€ering purposes.
was based on a FORTRAN code using double precision arith-
metic. The expressions for the view factors required for @&g.
to (2) whe_re taken from referencés] and[16]. _The necessary Nomenclature
differentiations where obtained both by analytical methods and
symbolic algebraMAPLE) and finally checked with numerical A = surface area, fn
differentiation. Fgr—qgrr = fin to fin view factor
FdA—A; = fin to base view factor
) . h = [H/(h,T,)] dimensionless irradiation
Results and Discussion h (UTﬁ) radiation heat transfer coefficient, W K)
The temperature distributions, for the rectangular, trapezoidal, H irradiation, W/nf
and triangular profiles have been calculated and for purpose of k = thermal conductivity, Wim K)
comparison with the results ifb], we used the same assembly € (ri—rp) fin height, m
L
N

The integro-differential Eqg1) to (2), is solved using an itera-

k
®1(x>:]§1c”-(x—aﬂ-l/(j—l)!, §=x=<é&,, (10)

r

characteristicggeometry)to solve these problems. At this rela- fin spacing, m

tively low value of the radius ratig8=2), it has been found that = number of fins

the agreement is fairly goo@vithin 1-2%). In addition the re- N, = removal number

moval number as a function of the assembly geometry has been g = (q;+qp) total heat loss, W
compared with the corresponding values calculated by Sparrow @, = base tube heat loss, W
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g = fin heat loss, W o Solution of the Radiative Integral
Q = dimensionless total heat dissipation

Qp, = dimensionless base tube heat dissipation Transfer EquationS in ReCtanQUIar
Q; = dimensionless fin heat dissipation Absorbing Emitting and

r = radius, m ) ! T

T = temperature, K Anisotropically Scattering

x = (r/r;) dimensionless radius along fin i

y = profEIe function(half thickness of the fip m Homogeneous Medium

v? = [hrrﬁl(kwb)] surface radiation/conduction )

coefficient Zekeriya Altag
U = d_imensionless fin volume Professor
vV = fin volume, nf e-mail: zaltac@ogu.edu.tr

w, = base semi-thickness, m

z = (y/wy) dimensionless profile Mesut Tekkalmaz

Greek Symbols e-mail: tmesut@ogu.edu.tr
B = (ry/rp) radius ratio
y = (L/ry) fin spacing to base tube radius rafdimen-  Osmangazi University, Mechanical Engineering
sionless) Department, School of Engineering and Architecture,

® = (T/T,) dimensionless temperature . . - .
N = (wy/wy) tip to base semi-thickness ratio 26480 Bati Meselik, Eskigehir, Turkey

o = Stefan-Boltzmann constant

Subscripts Radiative integral transfer equations for a rectangular absorbing,
b = base tube non-emitting, and linearly anisotropically scattering homoge-

opt = optimum neous medium are solved numerically for the incident energy and

t = fin tip the net heat flux components using the method of “singularity

subtraction.” A benchmark problem is chosen as a rectangular
homogeneous cold participating medium which is subject to ex-
= participating area in radiant interaction, dimension- ternally uniform diffuse radiation on the bottom wall. The solu-

less profile coefficients tions for the incident energy and net heat flux components for
selected points for a square domain are provided in tabular form
for benchmarking purposes[DOI: 10.1115/1.1578503
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method was also successfully employed to radiative transfer equa- y
tions in one-dimensional RITEs in plane-parallel and cylindrical
isotropic and linearly anisotropic scattering medium by Altac b
[7-9]. Difficulty arises in treatment of two- and three-dimensional
geometries, in problems with anisotropic scattering, and the
boundaries with specular reflection; furthermore, memory require-
ment and computation time increase dramatically.

In the present work, the radiative integral transfer equations for
a two-dimensional Ilnearly anisotropic scattering homogeneous ### 4
medium are solved using the method of “singularity subtraction.”
Benchmark problems and solutions of at least four significant
decimal places accuracy are established. The results are providec
in tabular form for researchers for benchmarking purposes.

Radiative Integral Transfer Equations in Rectangular
Enclosures

Croshie and Schrenker’'s two-dimensional radiative transfer

problem is chosen to be as a benchmark problem for linearfgble 1 Influence of grid configuration on accuracy

anisotropic scattering homogeneous medium as \8éliIThe me-

wall 3

wall 2

dium is cold, nonemitting, absorbing, isotropically scattering, and
unbounded in the-direction. Uniform diffuse radiation is incident

on the bottom surface only and no loading is considered on thé.0
other surface¢Fig. 1). All walls are cold and black.

x=0 wall 1 x=a %
Fig. 1 Geometry and the coordinate system
(a,=-1,
w=0.5, quantities for (x,y)=(0.75,0)

b Ny N, G 4q, 4qy
1.0 40 40 0.55906 0.02920 0.88900
80 80 0.55902 0.02920 0.88905
100 100 0.55901 0.02920 0.88908
120 120 0.55901 0.02920 0.88906

The RITE for general geometries with linearly anisotropic scat-
tering participating medium which are given in Rg®] are re-

duced for a rectangular domain as outlined in R61. Then the
incident energy and the net heat flux components for homoge-

neous rectangular medium of the present problem can be writi@g uniform diffuse radiation intensity of the bottom waf,

as

YKa(pw)dX’

lw (2
G(x,y)= 52|, .
X' =

; Ja fb
2 G(x.y")Ky(p)dx'dy’
2 <=0 o y 1(p y

alw
f_ f (=X a(X'y")

Hy=y)ay(x"y) JKa(p)dx'dy’ 1)

a

»
qx(xvy)_ o J’ o
al“’J J [(x=X') (X" y")
x'=0 '=0

+(X=x")(y—y")ay,(X",y" ) IKs(p)dx'dy’

y(x—=x")Ks(py)dx’

X',y )(x=x")K,(p)dx'dy’

@)

0y)= % f ,7Oy2K3(PW)dx’+ %
a b
Xj/7 J,7 G(X’,y')(y*y')Kz(p)dX'dy’
alw
f_ff[(x x)(y=y )ax(x"y")

+(y—y")ay(x",y" ) 1Kz(p)dx'dy’ 3

and p,, are defined asp=(x—x")’+(y—y')? and p,
=\/(x—x’)2+y2, and the functionK,(p) is defined ask,(p)
=Ki,(p)/p" whereKi,(p) is thenth order Bickley-Naylor func-
tions[10].

Numerical Solution

We divide xe (0, a) andye (0, b) to N, and N, equal grid
segments, respectively, and generate Simpson’s integration
quadratures. Adapting the procedures outlined in R&flsand[6],
the singularities are subtracted and double integrals are replaced
by the quadrature summations. The resulting single and double
integrals can be evaluated analytically], using theBis,(x, 6)
andCis,(x, #) special functions from their series forrftkl]. Uni-
form diffuse radiation incident to the bottom is takenlgs=1.
Discretized integral equations can be rearranged to constitute a
system of linear equations which need to be solved for the inci-
dent energy and the net heat flux. Direct solution of this dense
system through the use of Gauss-elimination is possible if rela-
tively small number of interval§l0 to 30)are used. In this case,
the resulting dense matrice which is also computationally in-
volved is established only once. For large number of intervals, not
only computation time but also memory restrictions are to
be overcome. In this case, to obtain highly accurate solutions
through using large number of griddl30), an iterative algo-
rithm was used to avoid memory restrictions mainly due to the
storage of the matrices. Programming was done in double preci-
sion and run on a PC. The convergence was determined when the
maximum of the two consecutive iterations of the incident energy
was less than 10.

Results and Discussions

In this study, the exact integral equation solutions for a square
linearly anisotropic scatteringa¢= —1 anda;=1) homogeneous
medium for scattering albedos @=0.5 and w=0.95 are ob-

where x and y are the optical dimensions and are defined dsined. The square enclosure consideredd4 In mean-free-path

x=pBX and y=RBY, o is the constant scattering albedq, is
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Table 2 Results for square geometry  (1X1 in mfp)

©0=0.5 ®0=0.95
a,;=—1 a; =1 a;=—1 a;=1
BOTTOM  WALL BOTTOM  WALL
x/a G 4q, 4qy G 4q, 4qy G 40, 4q, G 4q, 4q,
0.50 0.56430 0.00000 0.87877 0.53677 0.00000 0.94285 0.64637 0.00000 0.72258 0.58769 0.00000 0.85389
0.60 0.56351 0.01115 0.88029 0.53637 0.00856 0.94351 0.64439 0.02680 0.72645 0.58670 0.02138 0.85572
0.75 0.55901 0.02920 0.88906 0.53413 0.02173 0.94732 0.63332 0.06910 0.74833 0.58118 0.05390 0.86600
0.90 0.54832 0.05110 0.91037 0.52907 0.03574 0.95642 0.60810 0.11745 0.79915 0.56903 0.08734  0.88953
1.00 0.53067 0.59496 0.96804 0.52126 0.52025 0.95409 0.56943 0.70208 0.92570 0.55107 0.56465 0.89114
TOP  WALL TOP  WALL
x/a G 4q, 4qy G 4q, 4qy G 40, 4qy G 4qy 4q,
0.50 0.04908 0.00000 0.15246  0.06037 0.00000 0.18617 0.07058 0.00000 0.20079 0.09644  0.00000 0.27567
0.60 0.04851 0.01226 0.15047 0.05969 0.01494 0.18370 0.06962 0.01821 0.19789 0.09528 0.02434 0.27180
0.75 0.04559 0.02912 0.14033 0.05617 0.03568 0.17102 0.06473 0.04330 0.18306 0.08923 0.05851 0.25175
0.90 0.04050 0.04228 0.12289 0.04987 0.05237 0.14870 0.05609 0.06294 0.15716 0.07804 0.08688 0.21533
1.00 0.03602 0.04539 0.10681 0.04376 0.06382 0.12972 0.04821 0.06509 0.13103 0.06626  0.11037  0.18439
EAST  WALL EAST  WALL
y/b G 4qy 4q, G 4q, 4q, G 4q, 4q, G 4qy 4q,
0.10 0.21070 0.40641 0.38977 0.20962 0.40544 0.41208 0.25409 0.50253 0.35288 0.25144 0.50045 0.39382
0.25 0.15325 0.28188 0.31391 0.15772 0.28934 0.34071 0.19502 0.37487 0.30226  0.20343 0.39031 0.35155
0.50 0.09493 0.16060 0.21930 0.10282 0.17299 0.24671 0.12836  0.23352  0.23128 0.14497 0.26166  0.28327
0.75 0.05952 0.09141 0.15308 0.06800 0.10489 0.17732 0.08276 0.14032 0.17562 0.10209 0.17322 0.22446
0.90 0.04455 0.06372 0.12388 0.05280 0.07701  0.14559 0.06144 0.09796 0.14925 0.08084 0.13097 0.19544

The RITE solutions for homogeneous medium given by Cros- q,(x,y)
bie et al.[6] were used to validate the computer code for various
geometry and constant scattering albedo configurations. Our solu- g, (x,y)
tions were in excellent agreement with those of provided by Cros-
bie et al.[6].

In Table 1, the effect of grid configuration on the accuracy ié
depicted for some backward scattering cases. As a result, in squarée
enclosures 120X 120 grid configuration was used to ensure at |e@st{}y, {y

X,y =
reek Symbols

net radiative heat flux ix-direction

(=/Tal (xy,2)Q,d0Q)

net radiative heat flux ily-direction
(=/Sal(xy, 2)Q,dQ)

optical coordinate variablex & X andy= gY)

scattering direction and its components
extinction coefficien{=«+o)

= absorption coefficient

= the distance between two points
(= V=) (y=y)?)
scattering coefficient

In Table 2, the RITE solutions for the incident energy and the
net heat flux components are tabulated for selected points on the
bottom, top and east walls forxIl (in mfp dimensions)square
enclosure ofw=0.5 andw=0.95 for both backwardg;=—1) o=

four-decimal places accuracy in the solutions. B =
K
p

and forward scatteringag=1). ® = constant scattering albede o/B)
Subscripts
X = Xx-direction
Conclusion = y-direction
wall

y

. . . . . W

Exact integral equation solutions for the incident energy and the .

net heat flux components of rectangular participating and linearR+Perscrip

anisotropic scattering homogeneous medium are obtained using

“singularity subtraction” method. The results for a squéte<1)

enclosures with linearly anisotropic scatterirgy, € —1, a;=1)

medium having scattering albedos ©=0.5 and 0.95 are pre-
sented in tabular form for the selected points along the centerlifi@ferences
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